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Abstract. The paper deals with the use of dynamic programming for word endpoint detection in
isolated word recognition. Endpoint detection is based on likelihood maximization. Expectation
maximization approach is used to deal with the problem of unknown parameters. Speech signal
and background noise energy is used as features for making decision. Performance of the proposed
approach was evaluated using isolated Lithuanian words speech corpus.
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1. Introduction

Speech recognition performance highly depends on endpoint detection accuracy. In
speech recognition based on dynamic time warping it is assumed that word boundaries
are known precisely (Rabineret al., 1993), and incorrect endpoint detection often is a rea-
son of recognition errors. Similar situation occurs in speech recognition based on Hidden
Markov Models.

Most speech recognition systems usually use frame level signal energy or energy con-
tour as features for endpoint detection (Lamereet al., 2003; Younget al., 2002). Back-
ground noise energy level is evaluated at the beginning and the end of speech signal and
energy thresholds are applied to detect speech beginning and end points. Simple heuris-
tic logic is used to make a decision. Up to three thresholds are used to make a decision
(Younget al., 2002). Such approach works well enough when background noise is sta-
tionary. When background noise is nonstationary due to nonspeech events introduced by
the speaker, recording environment, transmission system, a number of endpoint detection
errors occurs. Several heuristic improved techniques for the detection of the endpoints
were studied (Lamelet al., 1981; Wilponet al., 1984). These techniques were broadly
classified as either explicit, implicit, or hybrid in concept. The explicit techniques locate
endpoints prior to and independent of the recognition and decision stages of the speech
recognition system. For the implicit methods, the endpoints are determined solely by the
recognition and decision stages of the system, i.e., there is no separate stage for endpoint
detection. The hybrid techniques incorporate aspects from both the explicit and implicit
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methods. Investigations showed that the hybrid techniques consistently provided the best
estimates for both of the word endpoints and, correspondingly, the highest recognition
accuracy of the three classes studied.

Other kinds of features also can be used for endpoint detection. Zhuet al. (1999)
reported about the use of autocorrelation function, Navarro-Mesaet al. (1999) proposed
to use third-order spectra for endpoint detection. In both cases threshold is used to make
a decision.

Junquaet al. (1994) proposed the time-frequency (TF) parameter. They used the fre-
quency energy in the fixed frequency band250 ∼ 3500 Hz to enhance the time energy
information. Based on the TF parameter, an algorithm was proposed to get more pre-
cise word boundary in noisy environment. This algorithm includes noise classification, a
refinement procedure, and some preset thresholds. Although this algorithm outperforms
several commonly used algorithms for word boundary detection in the presence of noise,
it needs to determine thresholds empirically and ambiguous rules which are not easily
determined by human (Wuet al., 2000). Qiet al. (1993) used multilayer neural networks
to classify the speech signal into voiced, unvoiced and silence segments.

Wu et al. (2000) modified TF parameter approach by proposing adaptive time-
frequency (ATF) parameter for extracting both time and frequency features of noisy
speech signals. The ATF parameter extends the TF parameter from single band to multi-
band spectrum analysis, where the frequency bands help to make the distinction of speech
and noise signals clear. The ATF parameter can extract useful frequency information by
adaptively choosing proper bands of the mel-scale frequency bank. New word boundary
detection algorithm by using a neural fuzzy network (SONFIN) for identifying islands
of word signals in noisy environment was proposed (Wuet al., 2000). Due to the self-
learning ability of SONFIN, the proposed algorithm avoids the need of empirically de-
termined thresholds. This approach reduced the recognition error rate due to endpoint
detection to about 10% as compared with TF-based algorithm.

According to Liet al. (2002), change-point detection methods also can be applied to
word endpoint detection. Our endpoint detection investigation is also based on change-
point detection (Lipeika, 2000). It is assumed that there are two change-points in the
signal, the beginning and the end of the spoken word. Change-point detection is based
on likelihood maximization. The likelihood maximization is based on dynamic program-
ming. Expectation maximization approach is used to deal with the problem of unknown
parameters. In formal solution of the problem it is assumed that speech signal and back-
ground noise are described by linear prediction (LP) model. Since model parameters are
unknown, we used fixed length segments at the beginning and the end of the signal to
estimate initial background noise parameters and all remaining signal to estimate initial
spoken word parameters. Further expectation maximization procedure is applied. We es-
timate endpoints using initial estimates of spoken word and background noise parameters,
reestimate spoken word and background noise parameters according to obtained endpoint
estimates etc. Calculations continues until endpoint estimates does not change.

Our experiments showed that LP model does not suit well for endpoint detection.
We discovered that more preferably is to apply our approach to signal energy. In further
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investigations we adopted our approach to frame level signal energy to match frame by
frame speech preprocessing.

Main advantage of our approach is that it avoids the need of thresholds and heuristic
decision rules. Performance is higher as compared with threshold based method (Lipeika
et al., 2002).

2. Statement of the Problem for Known Model Parameters

Let us consider random sequencex = {x(1), x(2), ..., x(N)}, which is an output of
linear discrete time system with time-varying parameters.v(n) is input of the system.
The system structure satisfies linear prediction (LP) equation of the form

x(n) = −a1(n)x(n− 1)− a2(n)x(n− 2)− · · ·− ap(n)x(n− p)+ b(n)v(n), (1)

wherep is an order of autoregressive system;A′(n) = [a1(n), a2(n), . . . , ap(n), b(n)] is
a vector of time-varying parameters of the system, at every time instant satisfying system
stability conditions. At this point parametersA(n) of the system are known a priori and
are changing according to the rule

A(n) =




A1, n = . . . , 1, 2, . . . , u1,
A2, n = u1 + 1, . . . , u2,
A3, n = u2 + 1, . . . , N ,

(2)

whereu = [u1, u2] are unknown change points, satisfying the conditionp<u1 <u2 <N

and our problem is to find their maximum likelihood estimatesû = [û1, û2].

3. Maximization of the Likelihood Function

Estimates of change-points can be found by maximizing the logarithm of the likelihood
function

û = argmax
u

log p(x|u), (3)

where

log p(x|u) = log p(x(1), x(2), . . . , x(p)) − (N − p)/2 log(2π)

−(u1 − p) log b(1) − (u2 − u1) log b(2) − (N − u2) log b(3)

− 1
2b2(1)

u1∑
n=p+1

[ p∑
j=0

aj(1)x(n − j)
]2

− 1
2b2(2)

u2∑
n=u1+1

[ p∑
j=0

aj(2)x(n − j)
]2

− 1
2b2(3)

N∑
n=u2+1

[ p∑
j=0

aj(3)x(n − j)
]2

. (4)
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Straightforward maximization of (4) is problematic due to a large computation score.
Instead of maximizing (4) we can maximize objective functionΘ(u|x), which differs
from (4) by an additive constant not depending onu, i.e.,

Θ(u|x) = L1(u1|x) + L2(u2|x), (5)

where

Li(k|x) = −(k − p) log b(i) − (N − k) log b(i + 1)

− 1
2b2(i)

k∑
n=p+1

[ p∑
j=0

aj(i)x(n − j)
]2

− 1
2b2(i + 1)

N∑
n=k+1

[ p∑
j=0

aj(i + 1)x(n − j)
]2

, (6)

i = 1, 2; k = p + 1, 2, . . . , N.

FunctionsLi(k|x), i = 1, 2 are partial likelihood functions and each of the functions
depends only on one change point.

To reduce computation amount expression (6) can be calculated recursively

Li(k|x) = Li(k − 1|x) − log b(i) + log b(i + 1)

− 1
2b2(i)

[ p∑
j=0

aj(i)x(n − j)
]2

+
1

2b2(i + 1)

[ p∑
j=0

aj(i + 1)x(n − j)
]2

, (7)

i = 1, 2; k = 2, . . . , N,

Since initial conditions does not depend on change points, we can let initial conditions to
be equal to zero.

Since the functionΘ(u|x) consists of the sum of partial functionsLi(ui|x), i = 1, 2,
and each of these partial functions depends only on one variable, we can use the dynamic
programming method to determine place of the global maximum (Cooperet al., 1981) of
this function. Let us define the Bellman functions

g1(u2|x) = max
u1

p<u1<u2

L1(u1|x), u2 = p + 2, . . . , N, (8)

g2(u3|x) = max
u2

p+1<u2<u3

[L2(u2|x) + g1(u2|x)] , u3 = p + 3, . . . , N. (9)

Estimates of the change points can be found from the Bellman functions

ûk = min
[

arg max
n

p+k�n�ûk+1

gk(n|x)
]
, k = 2, 1, (10)

where, for convenience, we made a notationû3 = N .
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Up to this point we assumed that LP parameters were known. We need to adopt this
approach to unknown parameters.

4. Maximization of the Likelihood Function when the Model Parameters are
Unknown

For the maximization of the likelihood function when parameters are unknown we used
generalized expectation maximization (GEM) approach. We used fixed length segments
at the beginning and the end of the signal to estimate initial background noise param-
eters and all remaining signal to estimate initial spoken word parameters. Then using
equations (7)–(10) and initial values of unknown parameters we estimated change-points
(endpoints) and applied them to get improved estimates of the parameters. Calculations
continued iteratively until change-point estimates does not change.

For tentative evaluation of our approach we performed the following experiment. 50
different Lithuanian words were pronounced four times. Isolated word recognition based
on dynamic time warping (Lipeikaet al. 2002) was used for evaluation. The first pro-
nouncing was used to create reference templates. Recognition error rate was used for
endpoint detection performance evaluation.

Using energy threshold based approach for endpoint detection 12% of recognition
error were obtained. Using our approach for 0th order LP model (only energy features)
error rate reduced to 4%. When using higher order LP model error rate increased dramat-
ically, e.g., for 4th order LP model error rate increased up to 26%. It means that LP model
does not provide relevant information for endpoint detection, and for further development
we will use only energy features.

5. Endpoint Detection for Frame Level Speech Processing

Up to this point we used sample by sample based speech processing and endpoint detec-
tion was applied to this kind of calculations. This approach was used only for develop-
ment of the endpoint detection algorithm. In speech recognition systems usually frame
based calculations are used. In this section we apply our approach for frame based speech
processing using energy features.

Let x = {x(1), x(2), . . . , x(N)} is frame based, independent and normally dis-
tributed signal energy samples. So (2) expression can be written as follows:

A(n) =




A1 = N(µ1, σ
2
1), n = . . . , 1, 2, . . . , u1,

A2 = N(µ2, σ
2
2), n = u1 + 1, . . . , u2,

A3 = N(µ3, σ
2
3), n = u2 + 1, . . . , N ,

(11)

whereµi, σ
2
i , i = 1, 2, 3 is mean and variance of the signal energy in frames.A1 andA3

are background noise parameters,A2 is spoken word parameter vector.
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Using this notations the likelihood function can be written as

log p(x|u) = log
N∏

n=1

p(x(n)) = −N/2 log(2π) − u1 log σ1

−(u2 − u1) log σ2 − (N − u2) log σ3

− 1
2σ2

1

u1∑
n=1

[x(n) − µ1]2 −
1

2σ2
2

u2∑
n=u1+1

[x(n) − µ2]2

− 1
2σ2

3

N∑
n=u2+1

[x(n) − µ3]2. (12)

Partial likelihood functions are

Li(k|x) = −k log σi − (N − k) log σi+1

− 1
2σ2

i

k∑
n=1

[x(n) − µi]2 −
1

2σ2
i+1

N∑
n=k+1

[x(n) − µi+1]2, (13)

i = 1, 2; k = 1, 2, . . . , N,

which can be calculated recursively

Li(k|x) = Li(k − 1|x) − log σi + log σi+1

− 1
2σ2

i

[x(n) − µi]2 +
1

2σ2
i+1

[x(n) − µi+1]2, (14)

i = 1, 2; k = 2, . . . , N,

using initial conditions as in (7).
Other calculations are the same as in sample by sample based endpoint detection. We

simply use (8), (9) for calculation of the Bellman functions and (10) for the change-point
estimation. Also, expectation maximization procedure is used to solve the problem of
unknown parameters, as described in the previous section.

6. Experiments and Results

To compare our proposed dynamic programming based endpoint detection approach with
threshold based approach we performed the following experiment. 50 different Lithua-
nian words were pronounced by one female and two male speakers, each word by each
speaker was pronounced eleven times. Isolated word speech recognition system (Tamule-
vičiuset al., 2003) based on dynamic time warping, in which dynamic programming and
threshold based methods were implemented, was used for experiments.

The first session of every speaker was used for training, other ten sessions (500 words)
– for recognition. Results of the experiment are summarized in Table 1.
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Table 1

Results of endpoint detection experiments. DP-dynamic programming, TH-threshold

Recognition error %

Speaker F1 (female) M1 (male) M2 (male)

Method DP TH DP TH DP TH

I session 10 18 2 6 26 56

II session 10 12 2 8 24 56

III session 6 4 4 6 18 52

IV session 8 24 2 4 34 56

V session 8 16 10 6 18 56

VI session 6 12 16 14 28 50

VII session 6 14 14 16 22 60

VIII session 10 8 12 10 22 60

IX session 14 14 12 12 26 60

X session 12 4 12 8 28 58

Average error 9 12.6 8.6 9 24.6 56.4

Average recognition error rate for different endpoint detection methods is presented
in Fig. 1.

F1 and M1 are high quality and low noise level speech records. M2 has high noise
level and a lot of transient impulses. This is the main reason of high recognition error
rate for speaker M2. We can resume that dynamic programming algorithm results in
lower recognition error rate and outperforms threshold-based approach. In addition the
difference in error rate is higher for noisy speech records.

Fig. 1. Average recognition error rate for different endpoint detection methods. Speakers F1, M1 and M2.
DP-dynamic programming method, TH-threshold – based method.
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7. Conclusions

The use of dynamic programming for endpoint detection in isolated word recognition
was investigated. In the first investigation stage linear prediction was used for spectral
modeling of speech and background noise but our endpoint detection experiments showed
that the linear prediction model does not suit well for endpoint detection.

Further frame level endpoint detection algorithm based on dynamic programming for
likelihood maximization which used speech signal and background noise frame energy
features was developed. Performance evaluation based on recognition error rate showed
that:

• for low noise level endpoint detection based on dynamic programming slightly
outperforms threshold based endpoint detection

• for high background noise level preference of dynamic programming based algo-
rithm is more noticeable.

The main advantage of dynamic programming based approach is that this method does
not need any threshold. Use of the thresholds always raises many problems (Junquaet al.,
1994) and reliable threshold determination for endpoint detection under noisy conditions
remains an unsolved problem.
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Žodžio gal ↪u nustatymas naudojant dinamin↪i programavim ↪a

Antanas LIPEIKA, Joana LIPEIKIEṄE

Straipsnyje nagriṅejamas dinaminio programavimo naudojimas žodžio gal↪u nustatymui atski-
rai sakom↪u žodži↪u atpažinime. Žodžio gal↪u nustatymas remiasi tikėtinumo funkcijos maksimiza-
vimu. Nežinom↪u parametr↪u problemos sprendimui yra taikomas matematinės vilties maksimizavi-
mo principas. Sprendim↪u priėmimas remiasi kalbos signalo ir foninio triukšmo energija. Pasiūlyto
metodo darbingumo tyrimas yra atliekamas naudojant atskirai sakom↪u lietuvi ↪u kalbos žodži↪u
duomen↪u baz↪e.


