
INFORMATICA, 2003, Vol. 14, No. 3, 357–374 357
 2003Institute of Mathematics and Informatics, Vilnius

Absolute Stability of Single-Input Single-Output
Systems with Constant Internal Point Time Delays

Manuel de la SEN
Instituto de Investigación y Desarrollo de Procesos, Facultad de Ciencias
Universidad del Pais Vasco
Leioa (Bizkaia), Aptdo, 644 de Bilbao, 48080-Bilbao, Spain
e-mail: msen@we.lc.ehu.es

Received: March 2003

Abstract. This paper deals with the absolute stability of single-input single-output time-delay sys-
tems with, in general, a finite number of non commensurate constant internal point delays for any
nonlinearity satisfying a time positivity inequality related to the first and third quadrants. The results
are obtained based on Lyapunov’s stability analysis via appropriate Lyapunov’s functions and the
related stability study is performed to obtain both delay independent and delay dependent results.
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1. Introduction

The absolute stability of dynamic is an interesting issue since it is referred to the global
asymptotic stability of a system under any feedback law provided by a wide class of
nonlinear devices. Such nonlinear devices have to satisfy a certain positivity sector-type
constraints. The problem has been widely studied for the plant delay-free case and non-
linear feedback devices within linear sectors[k1, k2] and(k1, k2) in (0,∞). See, for in-
stance, Vidyasagar (1993), Bergen (1967), Sen (1986), Gregor (1996), Sen (1998, 2002).
Some of those results have been extended to single-delay cases provided that the transfer
function of the linear subsystem is (non critically) stable (i.e., with poles in Res < 0) pro-
vided that itsH∞-norm is upper-bounded with a sufficiently small upper-bound and that
the feedback nonlinear device satisfies certain local Liptschitzian regularity conditions,
(Goreckiet al., 1989), and to systems with external delays (i.e., in the input), (Popov and
Halanay, 1963). In this paper, such assumptions are removed by allowing nonlinearities
simply satisfying a (in general non symmetric) sector-type positivity constraints, mul-
tiple non commensurate internal (i.e., in the state) delays and either strictly stable (the
so-called Principal Case) or critically stable (the so-called Simplest Particular Case) lin-
ear plants with a single critically stable pole ats = 0. The paper is organized as follows.
Section 2 deals with the absolute stability independent of the sizes of the delays for all
nonlinearities belonging to a sector[0,∞), what means simply that the nonlinearity out-
put is constrained to the first/third quadrants being zero if and only if the plant output is
zero. The system may be either in the Principal Case (or Direct Control); i.e., the linear
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plant in the forward loop is strictly stable or in the Simplest Particular Case (or Indirect
Control); i.e., the linear plant possess a single critically stable pole ats = 0. These points
are discussed in the systems dealt with in Section 3. The above results are extended to
stability dependent of the sizes of the delays in Section 4. Section 5 extends the problem
of absolute stability to a new class of time-differentiable nonlinearities which do not nec-
essarily belong to a sector in the first/third quadrants. Some examples are given in Section
6 and, finally, conclusions end the paper.

1.1. Notation

– The setsR, R+ andR+
0 denote, respectively, the sets of real numbers, positive

real numbers and non negative real numbers.

– An output- feedback nonlinearityΦ(y(t)) in a Popov’s sector[k1, k2] ⊂ [0,∞)
means that the scalar real functionΦ:R × t[0, t] → R is such thatk1y(t) �
Φ(y(t)) � k2y(t) for all t � 0 with Φ(y(t)) = 0 if and only if y(t) = 0.

– The Hardy spaceRH∞ of transfer functions or matrices G(s) are proper real ra-
tional functions with all its poles in Re s < 0 ( i.e., strictly stable) andH∞-norm
‖G(s)‖∞ = Sup

ω∈R+
0

[λ1/2
Max(G

T (−jω)G(jω))] with R+
0 = R+ ∪ {0} andλMax(.)

being the maximum eigenvalue of the (.) – symmetric matrix.

– It is said that a transfer functionG(s) or matrix is strictly stable ifG(s) ∈ RH∞
and its characteristic polynomial (or quasi-polynomial in the presence of internal
delays) is strictly Hurwitzian.

– A linear transfer functionG(s) is in the principal case if it belongs toRH∞ and its
characteristic polynomial (or quasi-polynomial in the presence of internal delays)
is strictly Hurwitzian. It is in the simplest particular case ifG(s) = G0(s)

s with
G0(s) ∈ RH∞.

– An unforced linear system withr finite internal point delayshi of state equation
ẋ(t) = Ax(t) +

∑r
i=1 Aix(t− hi) has two associate systems without delays,

namely:ż1(t) = (A+
∑r

i=1Ai)z1(t) which describes the above so-calledcurrent
delay-free systemtime-delay system whenhi = 0; i = 1, r; andż2(t) = Az2(t)
which is called thenominal delay-free systemwhich describes the above time-delay
system whenAi = 0, or whenhi → ∞; i = 1, r.

Both systems have to be stable in order that the delay system be stable independent
of the delays.

– The l2-norm of a matrix (or vector )M is denoted as‖M‖2 = λ
1/2
Max(M

TM).
In vectors such a norm coincides with the Euclidean norm. A positive definite
(semidefinite) matrixM is denoted asM > 0 (M � 0). A negative definite
(semidefinite) matrixM is denoted asM < 0 (M � 0).
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2. Descriptions of Time-Delay Systems under Sector-Type Nonlinear Feedback

Consider the single-input single-output linear and time-invariant system

ẋ(t) = Ax(t) +
r∑

i=1

Aix(t− hi) + bu(t), (1a)

y(t) = cTx(t) + dξ(t), (1b)

under one of the two nonlinear output-feedback control laws below:

u(t) = ξ(t) = −Φ (y(t))−
r∑

i=1

kiΦ (y(t− hi)) (1c)

or

u(t) = ξ̇(t) = −Φ (y(t))−
r∑

i=1

kiΦ (y(t− hi)) , (1d)

wherex(t) ∈ Rn, u(t) ∈ R, y(t) ∈ R are the state, input and output, respectively, and
A, Ai; i = 1, r, are real squaren-matrices,b, c ∈ Rn, d(� 0) ∈ R andki; i = 1, r
are real scalar gains. The initial condition of (1a) is any absolutely continuous function
ϕ: [−h, 0] → Rn plus, eventually, a function of zero measure of isolated bounded dis-
continuities defined on[−h, 0] whereh = Max

1�i�r
(hi). The nonlinear feedback device is

defined via (1c) or (1d) by a nonlinear functionΦ:R× [0, t] → R satisfyingΦ(y) = 0 if
and only if y = 0 and0 � Φ(y) � k. This property is abbreviated referred to asΦ ∈ [0, k]
or Φ(t) belongs to the sector[0, k]. In the same way,0 � Φ(y) < k is abbreviated to
asΦ ∈ [0, k) or Φ(t) belongs to the sector[0, k). The paper main results are concerned
with the case when the sector upper-bound k is infinity. The configuration (1a)–(1c) is
called the Principal Case and (1a)–(1b) and (1d) is called the Simplest Particular Case,
both satisfying that the roots ofDet(sI −A−

∑r
i=1Aie−his) = 0 implies Re s < 0 so

that the closed-loop system is globally asymptotically stable. In the Simplest Particular
Case, the linear device adds an open-loop critically stable simple pole ats = 0. The
control law (1c) of the Principal Case (in Western terminology) is also called a Direct
Control (Lure’s /Popov’s terminology) while (1d) being the control law of the Simplest
Particular Case in Western terminology is also called Indirect Control (Lure’s /Popov’s
terminology). The standard problem of absolute stability is that of global Lyapunov’s
stability for all nonlinearities of the given class when independent of the delays; i.e., for
whenAi = 0; ki = 0; i = 1, r for all nonlinearities of the given class in a certain sector
included in the first and third quadrants. In this paper, non zero gainski; i = 1, r in
certain ranges are admitted as well as nonzero delayshi belonging to certain ranges may
also be present; i.e., absolute stability dependent of the delays or for allhi ∈ [0,∞); i.e.,
absolute stability independent of the delays. The second topic is addressed in Section 3
while the first one is addressed in Section 4.
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3. Absolute Stability Independent of the Delays

Consider the Lyapunov’s function candidate:

V (xt) = xT (t)Px(t) +
r∑

i=1

0∫
−hi

xT (t+ τ )Six(t+ τ )dτ + dξ2(t)

+ 2q

y∫
0

Φ(σ)dσ +
r∑

i=1

0∫
−hi

qiΦ2(y(t+ τ))dτ, (2)

whereP = PT > 0, Si = ST
i > 0 (i = 1, r) are positive definite realn-matrices,

q > 0, qi > 0 (i = 1, r) are real constants. The following result is proved in Appendix A.

Theorem 1. Assume(1) in the Simplest Particular Case and that there exist realn-
matricesP = PT > 0, Si = ST

i > 0 (i = 1, r), and l ∈ Rn, w ∈ R, q ∈ R+

andε ∈ R+ which satisfy the following three identities:

ATP + PA+
r∑

i=1

Si = −εP − llT , (3a)

(I + AT q)T c− Pb− wl = 0, (3b)

w2 = q(cT b+ d), (3c)

and the matrix

Q =




−εP PA1 . . . PAr 0 m1 . . . mr

AT
1 P −S10 . . . 0 qAT

1 c 0 . . . 0
: 0 . . . : : : : :

AT
r P 0 . . . −Sr qAT

r c 0 0 0
0 qcTA1 . . . qc

TAr −q0 −q′1 . . . −q′r
mT

1 0 . . . 0 −q′1 −q1 . . . 0
: : . . . : : : : :
mT

r 0 . . . 0 −q′r 0 . . . −qr




(4)

where

mi = ki(c− Pb); q′i = q(cT b+ dki) (i = 1, r),

q0 = 2q(d+ cT b)−
r∑

i=1

qi. (5)

Thus, the system(1) is absolutely stable independent of the delays for a nonlinear
feedback law(1d), obtained from any nonlinear functionΦ(y(t)) in the sector[0,∞),
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so that(xT (t), ξ(t))T is bounded and converges asymptotically to zero as time tends to
infinity, provided thatd � 0 and(d+ cT b) > 0.

COROLLARY 1. If (1) is in the Principal Case then it is absolutely stable independent
of the delays for a feedback law (1c) from any nonlinear functionΦ(y(t)) in the sector
[0,∞), if at least one of the two following sets of constraints hold:

1) (3)–(4) hold for the particular cased = 0 andcT b > 0;
2) c = Pb, d � 0, d+cT b > 0, (3a) holds withq = 0 andl = 0 (as a result (3b)–(3c)

hold withw = 0 andl = 0) and

Q′ =



−εP PA1 . . . PAr

AT
1 P −S10 . . . 0
: 0 . . . :

AT
r P 0 . . . −Sr


 < 0. (6)

Note that (3a) is a matrix Lyapunov’s equation for the nominal delay-free system so
thatA is a stability matrix so that all its eigenvalues are inRe s < 0. If (1a)–(1b) is a mini-
mal state-space realization of dimension n of a given transfer function then a similar result
to Theorem 1 holds directly, but with dependence of the sizes of the delays, for any other
non minimal realization(A′, b1, c1, d) of dimensionn1 > n for certain delay intervals
hi ∈ [0, h̄i) provided that the pairs(A′, b1) and(cT1 , A

′) are, respectively, stabilizable
and detectable. This feature is obvious since there are(n1 − n) stable zero-pole cancel-
lations in the transfer function of the nominal delay-free system of such a realization apart
from the n uncancelled poles, eigenvalues ofA andA′, which are guaranteed to be stable
from (3a). Note that the above stabilizability and detectability properties are associated
with the corresponding properties of the state-space realizations of the nominal delay-
free system of (1) for delays tending to infinity. The conclusion follows as a result of the
continuity of the eigenvalues of the matrix of the dynamics (namely,A+

∑r
i=1Aie−his)

with respect to the delays.

REMARK 1. Note that (4) holds by definingQ = Q0 +∆Q if

∆Q<−Q0=−BlockDiag
(
εP,S1,...,Sr,q(cT b+d)−

r∑
i=1

qi,q1,q2,....,qr

)
<0. (7)

The constraint (7) may be checked in terms of matrix norms as follows. Note from
(3a) that

P =

∞∫
0

e(A
T +εI)τ (llT +

r∑
i=1

Si)e(A+εI)τ dτ, (8)

where

‖P‖2 = λmax(P ) � K2

2ρ

(∥∥∥llT +
r∑

i=1

Si

∥∥∥
2

)
� p1 =

K2

2ρ
(
lT l+ λmax(Si)

)
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� p2 =
K2

2ρ

(
lT l + r Max

1�i�r
(λmax(Si))

)
,

andλmin(P ) � p01 = K2

2ρ0
r Min

1�i�r
(λmax(Si)) for some real constantsK � 1, ρ >

0, ρ0 > 0 such‖e(A+εI)t‖2 � Ke−ρt. Thus, (7) holds usingp1 if

‖∆Q‖2 � β1 = 2
[ r∑

i=1

‖Ai‖2 + ‖b‖2

r∑
i=1

|ki|p1 +
(
q

r∑
i=1

‖Ai‖2 +
r∑

i=1

|ki|
)
‖c‖2

+ rq|cT b|+ dq

r∑
i=1

|ki|
]
< εp01 � ελmin(P ), (9)

if ε is sufficiently small such thatλmin(Q0) = ελmin(P ) for givenSi, qi (i = 1, r)
andq. It is also possible to state some refinements of the above condition as follows. An
alternative condition may be derived after replacingβ1, calculating by usingp1 andp01,
with β2, calculating in the same way by usingp2 and

p02=Min
(εKr
2ρ0

Min (λmin(Si)) , Min
1�i�r

(λmin(Si)) , q(cT b+d)−
r∑

i=1

qi, Min
1�i�r

(qi)
)
.

Thus,∆Q < −Q0 < 0 if ‖Ai‖2 and|ki| ( i = 1, r) are sufficiently small such that

β1 < p01 orβ2 < p02 for some real constantsε > 0, qi > 0 (i = 1, r) andq >
∑

R

i=
qi

cT b+d >

0, n-real matricesSi = ST
i > 0, and a real vectorl = 1√

q(cT b+d)
[(I +AT q)c− Pb]

(from (3b)–(3c)) withP = PT > 0 defined in (8) (which then uniquely satisfies (3a)).
Thus, it becomes obvious that Theorem 1 holds, as expected, if the absolute stability
abscissa of the stability matrixA, defining the unforced dynamics of the nominal delay-
free system, is sufficiently large and‖Ai‖2 and|ki| (i = 1, r) are sufficiently small.

REMARK 2. Note that Theorem 1 is fulfilled ifQ � Q′
0+∆Q′ fulfills ∆Q′ < −Q′

0 < 0
where

Q′
0 =




−εP PA1 . . . 0 0 . . . 0
AT

r P −S10 . . . 0 0 . . . 0
: : . . . : : : :

AT
r P 0 . . . −Sr −q0 0 . . . 0
: 0 . . . : −q1 . . . 0
: : . . . : : : :
0 0 . . . : 0 . . . −qr



< 0 (10)
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∆Q′ =




0 0 . . . 0 0 m1 . . . mr

0 0 . . . 0 qAT
1 c 0 . . . 0

: 0 . . . : : : : :
0 0 . . . 0 qAT

r c 0 0 0
0 qcTA1 . . . qc

TAr 0 −q′1 . . . 0
mT

1 0 . . . 0 −q′1 0 . . . 0
: : . . . : : : : :
mT

r 0 . . . 0 −q′r 0 . . . 0




(11)

The above matrices are directly linked to a natural alternative expansion ofV̇ (xt)
used from (A.1) to prove Theorem 1 by replacing (A.2) by

V̇ (xt) � −εxT (t)Px(t)− (lTx(t) − wΦ)2 − q(cT b+ d)Φ2

− 2Φy − x̄T (t)∆Q′x̄(t) < 0,

for all x̄(t) = 0 and allt � 0.

It is interesting to link Theorem 1 and Corollary 1 with minimal state-space realiza-
tions of the nominal delay-free system associated with (1). In other words, it there are
strictly stable uncontrollable and/or unobservable modes in the forward loop of the nom-
inal delay-free system associated with (1), those ones may be removed from the transfer
function of such a nominal delay-free system. As a result, the orders of the relevant ma-
trices in testing Theorem 1/Corollary 1 may be reduced accordingly to the above men-
tioned strictly stable cancellations. Thus, consider a regular transformation defined by
the nonsingular realn-matrixT = BlockDiag(Tij ; i, j = 1, 2) to obtain an equivalent
state-space realization to (1a), (1c) (i.e., a realization leading to identical transfer func-
tion) such that the dynamics matrix of the unforced delay-free nominal system takes a
triangular form, which is defined by:

AΛ = T−1AT =
[
A0 A′

0 A′
1

]
; bΛ = T−1b =

[
b0
b′

]
;

AΛi = T−1AT =
[
A0i A

′
1i

0 A′
2i

]
(i = 1, r),

cTΛ = cTT−1 = [cT0 , 0]; dΛ = d,

with (A0, b0) and(cT0 , A0) being, respectively, a completely controllable pair and a com-
pletely observable pair. Both pairs are nontrivial in the sense thatb0 andc0 are both non
zero if the linear forward part of (1) is stabilizable and detectable.
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COROLLARY 2. Assume that(A, b) is stabilizable,(cT , A) is detectable andc0 = P0b0
with P0 = PT

0 > 0 being ann0(� n) real matrix satisfying:

AT
0 P0 + P0A0 +

r∑
i=1

S0i = −εP0 −
q

cT0 b0 + d
AT

0 P0b0b
T
0 P0A0,

for some positive real constantsε andq andn0− real matricesS0i = ST
0i > 0 (i = 1, r).

Thus,A′
1 is a stability matrix if n0 < n and the pairs(A0, b0) and (cT0 , A0) are,

respectively, controllable and observable. Furthermore, the transfer functionG(s) =
bT0 P0(sI −A0)−1b0 = cT (sI −A)−1b is positive real; i.e.,Re (G(s)) � 0 for Re s > 0
andG1(s) = G(s) + d is strictly positive real; i.e.,Re (G1(s)) > 0 for Re s � 0, if
d > 0 and positive real ifd � 0. In addition, ifQΛ < 0 with QΛ being obtained from
(4) with the replacementsA → A0, b → b0, c → c0, Ai → A0i (i = 1, r), whereA0

andA0i(i = 1, r) are the (1,1) block matrices of the partitions in four block matrices of
AΛ = T−1AT andAΛi = T−1AiT (i = 1, r), respectively.

Proof. Firstly, note thatbT0 P0(sI −A0)−1b0 = cT (sI −A)−1b is positive real from di-
rect calculus, the second expression including (not including) strictly stable zero/pole
cancellations ifn0 < n (n0 = n) since(A0, b0) and (cT0 , A0) are, respectively, con-
trollable and observable pairs while(A, b) and(cT , A) are, respectively, stabilizable and
detectable pairs so thatA′

1 is a stability matrix ifn0 < n. Also, similar equations to
(3) are satisfied with the replacementsP → P0, A → A0, b → b0, c → c0 =
P0b0, Ai → A0i (i = 1, r). Thus, the proof follows directly from Theorem 1 since
cT0 b0 = bT0 P0b0 + d > 0 if d � 0.

Note thatcT (sI −A)−1b includes stable cancellations withcT = [bT0 PT11, b
T
0 PT12]

since unstable or critically stable zero/pole cancellations inG(s) cannot exist since(A, b)
is stabilizable and(cT , A) is detectable.

4. Absolute Stability Dependent of the Sizes of the Delays

The Lyapunov’s function candidate (2) is modified to:

V 0(xt) = V
′
(xt) +

r∑
i=1

{ 0∫
−hi

( t∫
t+τ

xT (θ)Si0x(θ)dθ
)

dτ

+
r∑

j=1

−hj∫
−hi−hj

( t∫
t+τ

xT (θ)Sijx(θ)dθ
)

dτ
}
, (12)

with V ′(xt) = V (xt) −
∑r

i=1

∫ 0

−hi
xT (t+ τ )Sijx(t + τ)dτ andV (xt) defined in (2)

whereP = PT > 0, Sij = ST
ij > 0 (i = 1, r; j = 0, r) are real positive definiten-



Absolute Stability of Single-Input Single-Output Systems 365

matrices. Direct calculus performed with (12) to calculateV̇ 0(xt) yields the following
result.

Theorem 2. Assume(1) in the Simplest Particular Case and that there exist constant real
n-matricesP = PT > 0, Sij = ST

ij > 0 (i = 1, r; j = 0, r), andl ∈ Rn, w ∈ R, q ∈
R+ andε ∈ R+ which satisfy(3) with (3a)being modified as follows:

χ(P ) + llT + εP = 0, (13)

where

χ(P ) =
(
A+

r∑
i=1

Ai

)T

P + P
(
A+

r∑
i=1

Ai

)
+

r∑
i=1

h0
i

(
Si +

r∑
j=1

Sij

)
, (14)

andQ in (4) is replaced with

Q̄ = BlockDiag(Q̄ij ; i, j = 1, 3) = Q̄T < 0, (15)

where

Q̄11 =




−εP h0
1PA1M . . . h0

rPA1M

h0
1M

TAT
1 P −h0

1R1 . . . 0 0
: 0 : :
: : : 0

h0
rM

TAT
r P 0 . . . 0 −h0

rRr


 < 0, (16a)

Rk = BlockDiag(Sk0, Sk1, ..., Skr); M = BlockDiag(A,A1, ..., Ar), (16b)

Q̄T
12 = [0, qcTA1, ..., qc

TAr] ∈ R1×(r+1)n; Q̄22 = q(cT b+ d)−
r∑

i=1

qi, (16c)

Q̄13 =


 k1(Pb− c)...kr(Pb− c)

.....

0


 }n

}rn
(∈ R(r+1)n×r), (16d)

Q̄T
23=

[
q(cT b+dk1), ..., q(cT b+dkr)

]
∈ R1×r; Q̄33=Diag(−q1, ..., qr). (16e)

Thus, the system is absolutely stable for allΦ in [0,∞) and all delayshi ∈
[0, h0

i ]; (i = 1, r).

Guideline of proof. Using (12)–(16), one getṡV 0(xt) � −x̄T (t)Q̄x(t) � 0 for all
time, the above inequality being strict for allx̄(t) = 0.

REMARK 3. Note that it is necessary that̄A = A +
∑r

i=1Ai + εI is a stability matrix
with stability abscissa(−ρ1) = −ρ̄+ ε < 0 in order thatQ̄ < 0 where(−ρ̄) < 0 is the
stability abscissa of the stability matrix(A+

∑r
i=1Ai) of the current delay-free system



366 M. de la Sen

(i.e., hi = 0; i = 1, r) which is then stable as expected. Thus, for some real constant
K̄ � 1,

‖P‖2 � K̄2

2(ρ̄− ε)

[
λmax

(
h0

i

(
Si +

r∑
j=1

Sij

))]
,

since from (13)–(14),

P =

∞∫
0

eĀ
TτQ′eĀτdτ ; Q′ = llT +

r∑
i=1

h0
i

(
Si +

r∑
j=1

Sij

)
.

Thus, all the constraints of Remark 1 to ensure thatQ̄11 < 0 andQ̄ < 0 hold with the
replacements:

Ai → Āi = h0
iAiM = hi

0Ai[A,A1, ..., Ar],

Si → h0
iRi = hi

0BlockDiag[Si0, Si1, ..., Sir],

what yield the norm replacements:

‖Ai‖2 → ‖Āi‖2 = rhi
0‖Ai‖2Max(‖A‖2,Max(‖Ai‖2)

1�i�r

) � rhi
0εiMax(‖A‖2, ε

0
i )

� rhi
0ε

0
i (a+ ε0i ); ε0i = Max

1�i�r
(εi),

‖Si‖2 → hi
0‖Ri‖2 � rhi

0 Max
1�j�r

(‖Sij‖2).

Thus, for sufficiently small‖Ai‖2, |ki| (i = 1, r), Q̄11 < 0 and Q̄ < 0 so that
depending on the seth0

i (i = 1, r), the system (1) is absolutely stable on[0,∞) for
hi ∈ [0, h0

i ], (i = 1, r). Note, in particular, that ifAi = 0, h0
i = ki = 0 (i = 1, r)

then x(t) is bounded and converges asymptotically to zero as time tends to infinity.
That follows by choosingq = qi = 0, (i = 1, r) since the nominal delay-free system
ż(t) = (A+

∑r
i=1Ai)z(t); i.e., that corresponding tohi → ∞(i = 1, r), is globally

exponentially stable what is corroborated by the application of Theorem 2 to this partic-
ular case. The above result is also valid for the General Case in a natural way but the
discussion is omitted.

REMARK 4. Corollary 2 may be directly extended in a natural way from Theorem 2
to the case of dependence with delays by replacing A with(A+

∑r
i=1Ai) andA0 by

the (1, 1) block matrixĀ0 = [T−1(A+
∑r

i=1Ai)T ]11 resulting from a regular transfor-
mationT . Thus, by using (3b)–(3c), it follows thatbT0 P0(sI − Ā0)−1b0 + d is positive
real.
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5. Extensions to Another Class of Nonlinear Devices

Now, the feedback nonlinear function is considered to possess time-derivative for all time.
For simplicity, it is assumed thatki = 0; i = 1, r. This results for the Simplest Particular
Case yield:

ẋ(t) = Ax(t) +
r∑

i=1

Aix(t− hi)− bΦ(y(t)), (17a)

y(t) = cTx(t)− dΦ(y(t));u(t) = ξ̇(t) = −Φ(y(t)). (17b)

It is assumed that for some appropriate time-varying gain k(t), the class of devices
under consideration satisfies:

Φ̇(y(t)) = k(t)ẏ(t); d � 0. (17c)

The combination of (17) yields:

ẏ(t) =
cT (Ax(t) +

∑r
i=1 Aix(t− hi)− bΦ(t))
1 + dk(t)

, (18)

so that from (17c)–(18), one gets

Φ̇(t) =
k(t)cT (Ax(t) +

∑r
i=1Aix(t − hi)− bΦ(t))

1 + dk(t)
. (19)

Consider the Lyapunov’s function candidate:

V (xt) = xT (t)Px(t) + xT (t)q0x(t) +
r∑

i=1

0∫
−hi

xT (t+ τ )Six(t+ τ )dτ + dξ2(t)

+ q

y∫
0

Φ(σ)dσ + q1Φ2(y(t)) + q2

y∫
0

Φ(y(τ))y(τ)d τ, (20)

for some realn-matricesP = PT > 0, Si = ST
i > 0, i = 1, r and some positive

real constantsq, q1 and q2;q0 is a n-real vector such that

[
P q0/2

qT
0 /2 q1

]
> 0. The

subsequent result is proved in Appendix B.

Theorem 3. Assume that there exist real constantsK1;K2 � K1 such thatK1 �
k(t)

1+dk(t) � K2 < ∞ for all t � 0. Thus, the system(17) is absolutely stable on[0,∞)
independent of the delays, for any nonlinearity within the given class, provided that
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1. There exist realn-matricesP = PT > 0, Si = ST
i > 0 for i = 1, r, some positive

real constantsε, q , q1 andq2; andq0∈Rn, w∈R, l∈Rn such that

[
P q0/2

qT
0 /2 q1

]
>0.

2. The constraints(3a), (3b), and

(AT + εI)P + P (A+ εI) +
r∑

i=1

Si � −llT − |k2|
1− d|k2|

gAccTA, (21)

Q̄′(t) =




−εP PA1 . . . PAr m(t)
AT

1 P −S1 0 qAT
1 c

: : :
AT

r P 0 −Sr qAT
r c

mT (t) qcTA1 . . . qc
TAr f(t)


 < −q̄′I < 0 (22)

for all t � 0 hold simultaneously for some real constantg � 0 if |k2| < d−1; g � 0 if
|k2| � d−1 for d > 0; andg � 0 if d = 0; where

m(t)=Pb− 1
2
(ATq0+q2c)+

1
1+dk(t)

(
cTbk(t)

2
q0−

(
k(t)q1 +

q

2

)
ATc

)
, (23a)

f(t)=bTq0+dq2+(2q1k(t)+q)
cTb

1+dk(t)
(23b)

A similar result holds for the Principal Case and, on the other hand, extensions to
absolute stability dependent of the delays follow also directly as Theorem 2 (absolute
stability dependent of the delays) extends Theorem 1 (absolute stability independent of
the delays)for the system configuration (1). Both discussion are omitted in order not to
overlength the paper.

6. Examples

EXAMPLE 1. Consider (1) withn = 2, r = 1; bT = (−1, β)k; cT = (1, 0) and

A =
[

0 1
−aβ −(β + a)

]
; A1 = a1

[
0 1
−a −1

]
with a > 0, β > 0 andd > 0. The

open-loop forward-loop is globally asymptotically stable for any nonlinear device of the
given class, namely, the system is absolutely stable in the sector[0,∞) if |δ| < | a

a1
| and

A is a stability matrix satisfyingATP +PA = −L for some realn-matrixP = PT > 0

for any given realn-matrixL = LT > 0. It is well-known thatP =
∞∫
0

eA
TτLeAτ dτ .

A simple calculation yields that Theorem 1 holds withq = Pb−c√
d
δ0 being calculated by

usingα � α0|aa1| andα0 �
√
1 + ( (β+a)2+(β+a)

a2β2 ) obtained from the calculations of the
relatedH∞-norms. Thus, from Theorem 1, the feedback system (1) is absolutely stable
for any nonlinear device (1c) or (1d), i.e., for the feed forward linear plant being either
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in the Principal Case or in the Simplest Particular Case. The associate transfer function
posses a strictly stable zero/pole cancellation ats = −β which has not been taken into
account in the above calculations. This is reasonable when the transfer function numerator
and denominator are not factored explicitly from the state-space description especially for
high order systems. If such a cancellation is known and removed for a minimum state-
space realization of (1d)–(1b) resulting inA = −a, A1 = −a, b = k, c = 1 then
P = 1/k andq = 0 guarantee the result forδ0 = da2

|a1|(da+2k(a+1)a) and|δ| ∈ [0, δ0).
In this example, the calculations may also be performed from the real part of the transfer
function once the cancellation, if known, is removed. In this case, this leads tod > 0 and
|δ| ∈ [0, δ0) for δ0 = a

|a1| which is the weakest found constraint. In this example, the
calculations may also be performed from the real part of the transfer function once the
cancellation, if known, is removed. However, obtaining factored transfer functions from a
state-space realization is not direct for high-order systems in the presence of delays. This
fact justifies the adequacy of the proposed method to practical problems.

EXAMPLE 2. Assume that the transfer function of the linear feed forward loop (1a)–(1b)
is first-order and single-delayed given byG(s) = cb

s+a−δa1e−hs + d. If d > 0 andc = pb

for any realp > 0 then the open-loop linear system is Lyapunov’s asymptotically stable
independent of the delay sizeh if a > 0 and|δ| ∈ [0, δ0) with δ0 � a

|a1| from Theorem
1. Furthermore, the system (1) is absolutely stable in [0,∞) since Theorem 2 holds with
q = 0 since

ReG(jω) =
pb2(a− δa1 cosωh)

[(a− δa1 cosωh)2 + (ω + δa1 sinωh)]1/2
+ d > 0,

for all frequencyω. Since the transfer function of the time-invariant forward loop is pos-
itive real then the closed-loop configuration (1a)–(1c) is, in addition, asymptotically hy-
perstable (Sen, 1986; 2002), i.e., the nonlinear function may be even time-varying while
satisfying a Popov’s-type integral inequality

∫ t

0
y(τ)Φ(y(τ))dτ � −γ2

0 for all time and
the closed-loop system is globally Lyapunov’s stable Assume that in this examplec = pb

but d > | cb
a−δ0|a1| |. Thus, asymptotic hyperstability; i.e., global Lyapunov’s stability of

(1) follows even if the nonlinear function defining the control law (1c) or (1d) is time-
varying satisfying the above integral inequality (Bergen, 1967; Sen, 1986; Gregor, 1996;
Sen, 1998; 2002; Popov and Halanay, 1963). Thus, its absolute stability in the sector [0,
∞) holds as well as a particular result.

EXAMPLE 3. Assume that the transfer function of (1a)–(1b) is a second-order one in the
Simplest Particular Case and single-delayed given byG(s) = cb

s(s+a1−δe−hs)
+ d

s . Thus,
the closed-loop system (1a)–(1b), (1d) is absolutely stable in (0,∞) from Theorem 1
with q > 0 if |δ| ∈ [0, δ0) with δ0 � |a1| = λa < a with a > 0 and0 � λ < 1(i.e., a is an

absolute upper-bound ofa1) provided thatd > (λ−1)a+qλ2a2/4
(1+λ)2a2 .
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7. Conclusions

This paper has dealt with the absolute stability both independent and dependent of the
delays of single-input single-output feedback systems consisting of time-invariant linear
forward blocks including delayed dynamics with internal point delays subject to a wide
class of feedback nonlinearities subject to a class of sector’s-type constraints. A class of
time-differentiable nonlinearities possessing time-derivative for all time while not being
restricted to such a sector has also been considered. The methodology used to derive the
sufficiency-type conditions for absolute stability is based on Lyapunov’s second method
through obtaining appropriate Lyapunov’s functions.
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Appendix A

Proof of Theorem1. Direct calculations yield:

V̇ (xt) = ẋT (t)Px(t)+xT (t)P ẋ(t)+
r∑

i=1

(xT (t)Six(t)−xT (t−hi)Six(t−hi))

− 2dξ(t)Φ(t)− 2dξ(t)
r∑

i=1

Φ(t− hi) + 2qΦ(t)ẏ(t)

+ d

r∑
i=1

qi
(
Φ2(t)− Φ2(t− hi)

)
, (A.1)

whereΦ(t) denotes simply the implicit function of timeΦ(y(t)). The substitution oḟy(t)
from (1c) via (1a)–(1b) anḋx(t) from (1a) into (A.1) yields after grouping terms and
usingdξ(t) = y(t)− cTx(t):

V̇ (xt) = xT (t)(ATP + PA+
r∑

i=1

Si)x(t) + 2
r∑

i=1

xT (t)PAix(t− hi)

−
r∑

i=1

xT (t− hi)Six(t− hi)− 2Φ(t)bTPx(t)− 2xT (t)Pb
r∑

i=1

kiΦ(t− hi)

+ 2Φ(t)cT (I + qA)x(t)− 2q(d+ cT b)Φ2(t)− 2y(t)Φ(t)

+ 2cTx(t)
r∑

i=1

kiΦ(t− hi) + 2qΦ(t)cT
r∑

i=1

Aix(t− hi)
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− 2qΦ(t)cT b
r∑

i=1

kiΦ(t− hi)− 2qdΦ(t)
r∑

i=1

kiΦ(t− hi)

+
r∑

i=1

qi(Φ2(t)− Φ2(t− hi))

� −εxT (t)Px(t)− (lx(t) − wΦ(t))2 − q(d+ cT b)Φ2(t)− 2Φ(t)y(t)

− x̄T (t)∆Q′x̄(t) � x̄T (t)Qx̄(t) < 0 for x̄(t) = 0, (A.2)

from (3a)–(3c) and (4), sinceQ < 0, where:

x̄(t) = (xT (t), xT (t− h1), ..., xT (t− hr),Φ(t),Φ(t− h2), ..,Φ(t− hr))T .

Thus,‖x̄(t)‖ is bounded on[0,∞) and converge asymptotically to zero as time tends
to infinity for all Φ ∈ [0,∞) if t � 0. Thus, x(t) andu(t) = ξ̇(t) → 0 ast → ∞ since
Φ(y(t)) → 0. Thus,y(t) → 0 ast → ∞. If d > 0 then, in addition,ξ(t) → 0 from (1c)
ast→ ∞.

Outline of Proof of Corollary1. The set of constraints (1) is a particular case of the
conditions of Theorem 1 ford = 0. Thus,‖x(t)‖ is bounded and converges asymp-
totically to zero as time tends to infinity. Also,y(t) is bounded on[0,∞) andy(t) →
dξ(t) → 0 ⇒ u(t) → 0 ast → ∞ sinced = 0. For the set of constraints (2), the particu-
lar Lyapunov’s function candidate obtained from (2) withw = q = qi = 0, i = 1, r and
l = 0 is also a particular Lyapunov’s function of time-derivative satisfying:

V̇ (xt) � (xT (t), xT (t− h1), ..., xT (t− hr))T

×Q′(xT (t), xT (t− h1), ..., xT (t− hr))T � 0,

and nonzero forx(t) = 0. The proof follows directly as a result.

Appendix B

Proof of Theorem 3. Direct calculations to obtain and upper-bound the time-derivative of
the Lyapunov’s function candidate (20) using (17)–(19) and (21)–(23) yield directly:

V̇ (xt) = 2[ẋT (t)Px(t) + q1Φ(t)Φ̇(t)] + ẋT (t)q0Φ(t) + xT (t)q0Φ̇(t)

+ q2Φ(t)y(t) + qΦ(t)ẏ(t)− 2dξ(t) (B.1)

=
(
xT (t)AT − bTΦ(t)−

r∑
i=1

xT (t− hi)AT
i

)
Px(t)

+ xT (t)P
(
Ax(t)− bΦ(t)−

r∑
i=1

Aix(t− hi)
)
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+
(
xT (t)AT − bTΦ(t)−

r∑
i=1

xT (t− hi)AT
i

)
q0Φ(t)

+ xT (t)q0
k(t)cT

1 + dk(t)

(
Ax(t) − bΦ(t)−

r∑
i=1

Aix(t − hi)
)

+ 2q1Φ(t)
k(t)cT

1 + dk(t)

(
Ax(t) − bΦ(t)−

r∑
i=1

Aix(t − hi)
)

+ q2Φ(t)
(
cTx(t)− dΦ(t)

)

+ qΦ(t)
cT

1 + dk(t)

(
Ax(t)− bΦ(t)−

r∑
i=1

Aix(t− hi)
)

� x̄
′T
(t)Q̄

′′
(t)x̄′(t) < 0 if x̄′(t) = 0, (B.2)

where then-matrix functionQ̄
′′
(t) � −q̄′′

I(q̄
′′
> 0), sinceQ̄′(t) � −q̄′I(q̄′ > 0), is

identical toQ̄′(t) in (23a) except for the (1, 1) matrix block which is now given by

ATP + PA+
q0k(t)cTA
1 + dk(t)

+
r∑

i=1

Si < 0

and x̄
′T (t) = (xT (t), xT (t− h1), ..., xT (t− hr),Φ(t))T . Thus, the proof follows di-

rectly from (B.2) since the Lyapunov’s function candidate (B.1) is proved to be a Lya-
punov’s function from (B.2).
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Vieno ↪iėjimo vieno iṧejimo su pastoviais vidiniais laiko v̇elinimais
sistem ↪u absoliutusis stabilumas

Manuel de la SEN

Straipsnyje nagriṅejamas vieno↪iėjimo vieno iṧejimo sistem↪u su laiko v̇elinimais absoliutusis
stabilumas, kai baigtinis skaičius sistemos vidini↪u vėlinim ↪u, tenkinaňci ↪u tam tikras nelygybes, yra
pirmame ir trěciame kvadratuose. Rezultatai gauti naudojant Liapunovo funkcijas ir pagr↪isti Lia-
punovo stabilumo analize. Sistem↪u stabilumo analiże atlikta, kai sistemoje v̇elinimai yra ir kai j ↪u
nėra.


