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Abstract. This paper considers an information aspect of the problem of the joint filtering and
generalized extrapolation, when the output of observation channels (data transmission) is the reali-
zations set of the processes with continuous and discrete time, which depend on both the current
and the past values of unobservable process (useful signal). The relations defining time evolution
of Shannon information are obtained. The particular problems of the memory channels information
efficiency and optimal transmission of stochastic processes, with applying the general results are
considered.
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1. Introduction

In the Kalman systems (Kalman, 1960; Kalman and Bucy, 1961) the pair of processes
{xt; yt} with continuous or discrete time, wherext is an unobservable process, andyt

is an observable process, is the basic mathematical object. The situation is generali-
zed, whenxt is the process with continuous time, andyt = y(t, tm) = {zt, η(tm)},
m = 0, 1, . . ., i.e., one can observe set of the processes with continuouszt and discrete
η(tm) time, which possess the memory relatively unobservable process and depend on
the current and the past values of processxt. For similar class of processes the filtering
problem was considered in (Abakumovaet al., 1995a; 1995b), the generalized extrapola-
tion problem was considered in (Dyominet al., 1997; 2000) and the recognition problem
was considered in (Dyominet al., 2001).
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Any statistic problem has an informative aspect (Stratonovitch, 1975), the essence
of which is to find corresponding information amounts about unobservable process va-
lues (useful signal), which are contained in the realizations of the observable processes
(an output signals of a transmission channels). Furthermore, awareness of information
amount makes possible to investigate the questions those are specific in information the-
ory, such as minimization of the error of signal reproduction (Shannon and Weaver, 1949;
Gallager, 1968), maximization of the capacity of transmission channels (Ihara, 1990),
optimal transmission of signals (Liptser, 1974), as well as the questions of information
substantiation of estimation problems (Arimoto, 1971; Tomita,et al., 1976). Basing on
the results (Abakumovaet al., 1995a; 1995b; Dyominet al., 1997; 2000), with the use of
the methods (Liptser, 1974; Dyomin and Korotkevich, 1983; 1987) this paper considers
the questions of finding of Shannon measures of the information amount about the values
of the unobservable process in the currentxt and the arbitrary numberxs1 , . . . , xsL of
future instants, which are contained in the realizations of the observable processeszt,
η(tm), depending on the currentxt and on the arbitrary numberxτ1 , . . . , xτN of the past
values of unobservable process. The research of informative efficiency of memory chan-
nels relative to memoryless channels and the optimal transmission of stochastic processes
under feedback are carried out on the basis of general results in particular cases.

Used notations:P{·} is event probability;M{·} denotes the expectation operator;
N{y; a,B} denotes Gaussian probability density function with given parametersa and
B; | · | is a determinant of the matrix;tr[·] is a trace of the matrix;Ik is the(k×k) identity
matrix;O is the zero matrix of the corresponding dimension;B−1 is the inversion matrix
of B; B > 0 andB � 0 are the properties of positive and nonnegative definiteness of
the matrixB, respectively; vectorx is a column-vector; ifϕ(x) is scalar function ofn
-dimensional argumentx, then∂ϕ/∂x is a column-vector with the components∂ϕ/∂xk,
k = 1;n, and∂2ϕ/∂x2 is a matrix with the components∂2ϕ/∂xk∂xl, k = 1;n, l = 1;n;
∂ϕ(xt)/∂xt and∂2ϕ(xt)/∂x2

t denote∂ϕ(x)/∂x|x=xt and∂2ϕ(x)/∂x2|x=xt .

2. Statement of the Problem

On the probability space(Ω,F , F = (Ft)t�0,P) the unobsevablen-dimensional process
xt (useful signal) and observablel-dimensional processzt (an output signal of a continu-
ous transmission channel) are defined by the stochastic differential equations (Kallianpur,
1980; Liptser and Shiryayev, 1977; 1978)

dxt = f(t, xt)d t+Φ1(t)dwt, t � 0, (2.1)

dzt = h(t, xt, xτ1 , . . . , xτN , z)dt+Φ2(t, z)dvt, (2.2)

and observableq-dimansional process with discrete timeη(tm) (an output signal of the
discrete transmission channel) has the form

η(tm) = g(tm, xtm , xτ1 , . . . , xτN , z) + Φ3(tm, z)ξ(tm), m = 0, 1, . . . , (2.3)
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where0 � t0 < τN < . . . < τ1 < tm � t. It is assumed: 1)wt and vt are r1-
andr2-dimensional standard Wiener processes, respectively,ξ(tm) is ther3-dimensional
standard white Gaussian sequence; 2)x0, wt, vt, ξ(tm) are assumed to be statistically
independent; 3)h(·), Φ2(·) andg(·), Φ3(·) are nonanticipating functionals of the reali-
zationsz = zt

0 = {zσ; 0 � σ � t} andz = ztm
0 , of observable processzt, respec-

tively; 4) coefficients of equations (2.1) and (2.2) are satisfied conditions (Kallianpur,
1980; Liptser and Shiryayev, 1977; 1978), providing an existence of solutions, andg(·)
is continuous for all arguments; 5)Q(·) = Φ1(·)ΦT

1 (·) > 0, R(·) = Φ2(·)ΦT
2 (·) > 0,

V (·) = Φ3(·)ΦT
3 (·) > 0; 6) the initial density functionp0(x0) = = ∂P{x0 � x}/∂x is

given.
The following problem is stated: for a sequence of momentst < s1 < . . . <

sL is to be found relations defining time evolution of joint information amount
It
s[xt, xs1 , . . . , xsL ; z

t
0, η

m
0 ] about the current valuesxt and the future valuesxs1 , . . . , xsL

of the unobservable process which is contained in the realizations setzt
0 = {zσ : 0 �

σ � t} andηm
0 = {η(t0), η(t1), . . . , η(tm); tm � t} of the observable processes. In this

casesl = const ,l = 1;L, i.e., the extrapolation is inverse (Dyominet al., 1997; Dyomin
et al., 2000).

The abstract variant of the formula for Shannon joint information which is contained
in the realizationsx = xt

0 andy = yt
0, (Dobrushin, 1963; Kolmogorov, 1963) whereµx,

µy, µx,y are measures agreeable to the processesxt, yt, {xt; yt} (see (Duncan, 1971) and
(Liptser and Shiryayev, 1978, chap. 16])

It[x; y] =M

{
ln

dµx,y

d [µxµy]
(x, y)

}
, (2.4)

can’t be used in the stated problem. Thus, the solution of the stated problem can be
realized by the presentation of the information amount through probabilities distribu-
tion densites with the use of Ito formula (Kallianpur, 1980; Liptser and Shiryayev, 1977;
1978) and Ito-Ventzel formula (Rozovsky, 1973; Ocone and Pardoux, 1989), analogously
(Liptser, 1974; Dyomin and Korotkevich, 1983; Dyomin and Korotkevich, 1987).

If similar to (Dyominet al., 1997; Dyominet al., 2001), we introduce extended pro-
cesses and variables

x̃N
τ =

 xτ1

...
xτN

 , x̃L
s =

 xs1

...
xsL

 , x̃N+L+1
t,τ,s =

 xt

x̃N
τ

x̃L
s

=[ x̃N+1
t,τ

x̃L
s

]
=
[

x̃N
τ

x̃L+1
t,s

]
,

x̃N =

 x1

...
xN

 , x̃L=

 x1

...
xL

 , x̃N+L+1=

 x

x̃N

x̃L

=[ x̃N+1

x̃L

]
=
[

x̃N

x̃L+1

]
, (2.5)

then in the assumption of the probability densities existence(τ̃N = [τ1, . . . , τN ], s̃L =
[s1, . . . , sL])

pt
s(x; x̃

L) = ∂L+1P
{
xt � x; x̃L

s � x̃L|zt
0, η

m
0

}
/∂x∂x̃L, (2.6)
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p(t, x; s̃L, x̃
L) = ∂L+1P

{
xt � x; x̃L

s � x̃L
}
/∂x∂x̃L, (2.7)

the formula takes place

It
s[xt, x̃

L
s ; z

t
0, η

m
0 ] =M

{
ln
[
pt

s(x; x̃
L
s )/p(t, x; s̃L, x̃

L
s )
]}

. (2.8)

REMARK 1. Similar to (Liptser, 1974; Dyomin and Korotkevich, 1983; Dyomin and Ko-
rotkevich, 1987) it is assumed:10) application conditions of Ito formula and Ito–Ventzel
formula are satisfied;20) for stochastic integralsJt =

∫ t

0
Ψ(τ, ω)dχτ with respect to

Wiener processesχτ the conditionM{
∫ t

0
Ψ2(τ, ω)dτ} < ∞, providing the property

M
{∫ t

0 Ψ(τ, ω)dχτ

}
= 0 (Kallianpur, 1980; Liptser and Shiryayev, 1977; 1978) is satis-

fied; 30) scalar finite functionsϕ(τ, y, ·), ϕ1(τ, y, ·), ϕ2(τ, y, ·) and their derivatives up
to second-order, and vector-functionf(τ, y), are assumed so that operators

Lτ,y[ϕ(τ, y, ·)] = −
n∑

i=1

∂[fi(τ, y)ϕ(τ, y, ·)]
∂yi

+
1
2

n∑
i,j=1

∂2[Qij(τ)ϕ(τ, y, ·)]
∂yi∂yj

, (2.9)

L∗
τ,y[ϕ(τ, y, ·)] =

n∑
i=1

fi(τ, y)
∂ϕ(τ, y, ·)

∂yi
+

1
2

n∑
i,j=1

Qij(τ)
∂2ϕ(τ, y, ·)
∂yi∂yj

, (2.10)

Lτ,y [ϕ1(τ, y, ·); ϕ2(τ, y, ·)] =
ϕ1(τ, y, ·)
ϕ2(τ, y, ·)

Lτ,y[ϕ2(τ, y, ·)]

−ϕ2(τ, y, ·)L∗
τ,y

[
ϕ1(τ, y, ·)
ϕ2(τ, y, ·)

]
(2.11)

are nonsingular. In accordance with (2.1),L[ϕ] andL∗[ϕ] are the direct and inverse
Kolmogorov operators, corresponding ton-dimensional Markovian diffusion process
(Kallianpur, 1980; Liptser and Shiryayev, 1977; 1978), andL[ϕ1;ϕ2] as superposition
of L[·] andL∗[·] takes part in presentation of the solution of generalized extrapolation
problem (Dyominet al., 1997; Dyominet al., 2000).

REMARK 2. The models of the processeszt andη(tm) of form (2.2), (2.3) are adequate
to the observations with fixed memory ifτk = const , and observations with sliding
memory ifτk = t − t∗k in (2.2) andτk = tm − t∗k in (2.3), wheret∗k = const ,k = 1;N
(Dyomin et al., 1997; Dyominet al., 2000). The present paper consideres the case of
the fixed memory. The dependenceh(·) andg(·) of z means that observation channels
possess silent feedback relatively the processzt (Ihara, 1990; Liptser, 1974; Liptser and
Shiryayev, 1977; 1978). The absence of feedback, whenh(·) andg(·) do not depend on
z, is a particular case.

3. The General Relations

The solution of the stated problem is realized by the use of the posterior density

pt
s(x; x̃N ; x̃L)=∂N+L+1P

{
xt �x, x̃N

τ � x̃N , x̃
L
s � x̃L|zt

0, η
m
0

}
/∂x∂x̃N∂x̃

L. (3.1)
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PROPOSITION1. The density (3.1) on the time intervalstm � t < tm+1 is defined by
the equation

d tp
t
s(x; x̃N ; x̃L) = Lt,x

[
pt

s(x; x̃N ; x̃L); pt(x; x̃N )
]

d t

+pt
s(x; x̃N ; x̃L)

[
h(t, x, x̃N , z)−h(t, z)

]T
R−1(t, z)

[
dzt−h(t, z)dt

]
, (3.2)

subject to the initial condition

ptm
s (x; x̃N ; x̃L) = [C(x; x̃N ; η(tm), z)/C(η(tm), z)] ptm−0

s (x; x̃N ; x̃L), (3.3)

where

pt(x; x̃N ) = ∂N+1P
{
xt � x, x̃N

τ � x̃N |zt
0, η

m
0

}
/∂x∂x̃N , (3.4)

h(t, z) = M
{
h(t, xt, x̃

N
τ , z)|zt

0, η
m
0

}
, (3.5)

C (η(tm), z) =M
{
C
(
xtm , x̃

N
τ , η(tm), z

)
|ztm

0 , ηm−1
0

}
, (3.6)

C (x, x̃N , η(tm), z) = exp
{
− 1

2
[η(tm)− g(tm, x, x̃N , z)]

T
V −1(tm, z)

× [η(tm)− g(tm, x, x̃N , z)]
}
, (3.7)

andptm−0
s (x; x̃N ; x̃L) = lim pt

s(·) subject tot ↑ tm.

This proposition is valid, taking into account (2.9)–(2.11), from Corollary 1 in (Dy-
omin et al., 1997).

Theorem 1. The information amount (2.8) on the time intervals tm � t < tm+1 is
determined by equation

dIt
s[xt, x̃

L
s ; z

t
0, η

m
0 ]/dt = (1/2)tr

[
M
{
R−1(t, z)

[
h(τ̃N , z|xt, x̃L

s )

−h(t, z)
] [
h(τ̃N , z|xt, x̃L

s )− h(t, z)
]T}]

−1
2
tr

[
Q(t)M

{
∂ ln pt

s(xt; x̃L
s )

∂xt

(∂ ln pt
s(xt; x̃L

s )
∂xt

)T

−∂ ln p(t, xt; s̃L, x̃
L
s )

∂xt

(∂ ln p(t, xt; s̃L, x̃
L
s )

∂xt

)T
}]

+tr
[
Q(t)M

{[∂ ln pt
s(xt; x̃L

s )
∂xt

− ∂ ln pt(xt)
∂xt

](∂ ln pt(xt)
∂xt

)T

−
[∂ ln p(t, xt; s̃L, x̃

L
s )

∂xt
− ∂ ln p(t, xt)

∂xt

](∂ ln p(t, xt)
∂xt

)T
}]

, (3.8)
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subject to the initial condition

Itm
s [xtm , x̃

L
s ; z

tm
0 , ηm

0 ] = Itm−0
s [xtm , x̃

L
s ; z

tm
0 , ηm−1

0 ]

+∆Itm
s

[
xtm , x̃

L
s ; z

tm
0 , η(tm)

]
, (3.9)

where

pt(x) = ∂P
{
xt � x|zt

0, η
m
0

}
/∂x, p(t, x) = ∂P{xt � x}/∂x, (3.10)

h(τ̃N , z|x, x̃L) = M
{
h(t, xt, x̃

N
τ , z)|xt = x, x̃L

s = x̃L, zt
0, η

m
0

}
, (3.11)

∆Itm
s

[
xtm , x̃

L
s ; z

tm
0 , η(tm)

]
=M

{
ln
[
C
(
η(tm), z|xtm , x̃

L
s

)
/C(η(tm), z)

]}
, (3.12)

C
(
η(tm), z|x, x̃L

s

)
=

= M
{
C
(
xtm , x̃

N
τ , η(tm), z

)
|xtm = x, x̃L

s = x̃L; ztm
0 , ηm−1

0

}
, (3.13)

and Itm−0
s [xtm , x̃

L
s ; z

tm
0 , ηm−1

0 ] = lim It
s(·) subject to t ↑ tm.

Proof. Sincept
s(x; x̃N ; x̃L) = pt

τ (x̃N |x, x̃L)pt
s(x; x̃

L), pt(x; x̃N ) = pt
τ (x̃N |x)pt(x),

wherept
τ (x̃N |x, x̃L) = ∂NP{x̃N

τ � x̃N |xt = x, x̃L
s = x̃L, zt

0, η
m
0 )/∂x̃N , pt

τ (x̃N |x) =
∂NP{x̃N

τ � x̃N |xt = x, zt
0, η

m
0 )/∂x̃N , then integrating (3.2) and (3.3) with respect to

x̃N taking into account (3.11), (3.13) yields that the posterior density (2.6) on the time
intervalstm � t < tm+1 is defined by the equation

d tp
t
s(x; x̃

L) = Lt,x

[
pt

s(x; x̃
L); pt(x)

]
d t

+pt
s(x; x̃

L)
[
h(τN , z|x, x̃L)− h(t, z)

]T
R−1(t, z)d z̃t, (3.14)

d z̃t = dzt − h(t, z)dt, (3.15)

subject to the initial condition

ptm
s (x; x̃L) =

[
C(η(tm), z|x, x̃L)/C(η(tm), z)

]
ptm−0

s (x; x̃L). (3.16)

Sincext is Markov process, thenpt
τ (x̃N |x, x̃L) = pt

τ (x̃N |x). The prior density (2.7) is
defined by the equation

d tp(t, x; s̃L, x̃
L) = Lt,x

[
p(t, x; s̃L, x̃

L); p(t, x)
]

d t, (3.17)

which follows from (3.14). Innovation process̃zt, differential of which has the form
(3.15), is such that̃Zt = (z̃t,Fz

t ) is Wiener process withM{z̃tz̃
T
t |Fz

t }=
∫ t

0 R(τ, z)dτ
(Kallianpur, 1980; Liptser and Shiryayev 1977; 1978). Differentiation according to Ito
formula taking into account (2.11), (3.14), (3.17) yields

dt ln
[

pt
s(x; x̃L)

p(t, x; s̃L, x̃L)

]
=
{

1
pt(x)

Lt,x[pt(x)] −
pt(x)

pt
s(x; x̃L)

L∗
t,x

[
pt

s(x; x̃L)
pt(x)

]}
dt
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−
{

1
p(t, x)

Lt,x[p(t, x)]−
p(t, x)

p(t, x; s̃L, x̃L)
L∗

t,x

[
p(t, x; s̃L, x̃

L)
p(t, x)

]}
dt

−1
2

[
h(τ̃N , z|x, x̃L)− h(t, z)

]T
R−1(t, z)

[
h(τ̃N , z|x, x̃L)− h(t, z)

]
dt

+
[
h(τ̃N , z|x, x̃L)− h(t, z)

]T
R−1(t, z)d z̃t. (3.18)

Applying to (3.18) Ito–Ventzel formula fortm � t < tm+1 and similar to (Liptser, 1974;
Dyomin and Korotkevich, 1983) we obtain

ln
[

pt
s(xt; x̃L

s )
p(t, xt; s̃L, x̃L)

]
= ln[· ]|t=tm

+
1
2

t∫
tm

tr
[
R−1(σ, z)

[
h(τ̃N , z|xσ, x̃L

s )− h(σ, z)
]
[· ]T
]

dσ

−1
2

t∫
tm

tr

[
Q(t)

[
∂ ln pσ

s (xσ; x̃L
s )

∂xσ

(∂ ln pσ
s (· )

∂xσ

)T

−∂ ln p(σ, xσ ; s̃L, x̃
L
s )

∂xσ

(∂ ln p(· )
∂xσ

)T
]]

dσ

+
1
2

t∫
tm

tr

[
Q(t)

[(∂ ln pσ
s (xσ ; x̃L

s )
∂xσ

− ∂ ln pσ(xσ)
∂xσ

)(∂ ln pσ(xσ)
∂xσ

)T

−
(∂ ln p(σ, xσ ; s̃L, x̃

L
s )

∂xσ
− ∂ ln p(σ, xσ)

∂xσ

)(∂ ln p(σ, xσ)
∂xσ

)T
]]

dσ

+

t∫
tm

tr

[
Q(t)

[
1

pσ(xσ)
∂2pσ(xσ)

∂x2
σ

− 1
p(σ, xσ)

∂2p(σ, xσ)
∂x2

σ

]]
dσ

+

t∫
tm

tr

[
R−1(σ, z)

[
h(τ̃N , z|xσ, x̃L

s )− h(σ, z)
]

×
[
h(σ, xσ , x̃

N
τ , z)− h(τ̃N , z|xσ, x̃L

s )
]T ]

dσ

+

t∫
tm

∂

∂xσ
ln

pσ
s (xσ; x̃L

s )
p(σ, xσ ; s̃L, x̃L

s )
Φ1(σ)dωσ

+

t∫
tm

[
h(τ̃N , z|xσ, x̃L

s )−h(σ, z)
]T

R−1(σ, z)Φ2(σ, z)dvσ. (3.19)
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Similar to (Liptser, 1974) and as well as (Π.13) in (Dyomin and Korotkevich, 1983), we
have

M

{
1

pσ(xσ)
∂2pσ(xσ)
∂x2

σ

− 1
p(σ, xσ)

∂2p(σ, xσ)
∂x2

σ

}
=M {M {·|zσ

0 , η
m
0 }}

=M

{∫
∂2pσ(x)
∂x2

dx

}
−
∫

∂2p(σ, x)
∂x2

dx = O. (3.20)

Since, in accordance with (3.5),(3.11), we haveM{h(σ, xσ, x̃
N
τ , z)}=M{M{M{h(·)|xσ=

x, x̃L
s = x̃L, zσ

0 , η
m
0 }|zσ

0 , η
m
0 }} = M{M{h(τ̃N , z|xσ, x̃L

s )|zσ
0 , η

m
0 }} = M{h(σ, z)}

then

M

{
R−1(σ, z)

[
h(τ̃N , z|xσ, x̃L

s )−h(σ, z)
][
h(σ, xσ , x̃

N
τ , z)−h(τ̃N , z|xσ, x̃L

s )
]T}

= M
{
R−1(σ, z)M

{
[·][·]T |zσ

0 , η
m
0

}}
= O. (3.21)

The calculation of expectation of the left and right parts of (3.19) taking into account
(3.20), (3.21),20) Remark 1 followed by differentiating with respect tot gives (3.8), and
substitution of (3.3) in (2.8) gives (3.9).

COROLLARY 1. The information amount (see (3.10))

It[xt; zt
0, η

m
0 ] =M {ln [pt(xt)/p(t, xt)]} (3.22)

about the current values of the processxt on the time intervalstm � t < tm+1 is defined
by the equation

dIt[xt; zt
0, η

m
0 ]/dt

=(1/2)tr
[
M

{
R−1(t, z)

[
h(τ̃N , z|xt)−h(t, z)

] [
h(τ̃N , z|xt)−h(t, z)

]T}]
−1
2
tr

[
Q(t)M

{
∂ ln pt(xt)

∂xt

(∂ ln pt(xt)
∂xt

)T

− ∂ ln p(t, xt)
∂xt

(∂ ln p(t, xt)
∂xt

)T
}]

(3.23)

subject to the initial condition

Itm [xtm ; z
tm
0 , ηm

0 ] = Itm−0[xtm ; z
tm
0 , ηm−1

0 ] + ∆Itm [xtm ; z
tm
0 , η(tm)], (3.24)

∆Itm [xtm ; z
tm
0 , η(tm)] =M {ln [C(η(tm), z|xtm)/C(η(tm), z)]} , (3.25)

h(τ̃N , z|x) =M
{
h(t, xt, x̃

N
τ , z)|xt = x, zt

0, η
m
0

}
, (3.26)

C(η(tm), z|x) =M
{
C(xtm , x̃

N
τ , η(tm), z)|xtm = x, ztm

0 , ηm−1
0

}
, (3.27)

andItm−0[xtm ; z
tm
0 , ηm−1

0 ] = lim It[·] subject tot ↑ tm.

The formulated result is obtained as a limitary case from Theorem 1 subject tosl ↓ t
in (3.8) andsl ↓ tm in (3.12),l = 1;L, and defines of information amount in filtering
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problem. It follows from equations (3.14), (3.16) and (3.17) taking into account (2.9)–
(2.11), thatpt(x) on the time intervalstm � t < tm+1 is defined by the equation

d tpt(x) = Lt,x[pt(x)]d t+ pt(x)[h(τ̃N , z|x)− h(t, z)]TR−1(t, z)d z̃t, (3.28)

subject to the initial condition

ptm(x) = [C (η(tm), z|x) /C(η(tm), z)] ptm−0(x), (3.29)

and p(t, x) is defined by the equation dtp(t, x) = Lt,x[p(t, x)]d t. Hence (3.23) and
(3.24) can be obtained immediately by analogy with (3.8) and (3.9). Similarly the proof
of Theorems 1, 3 in (Dyomin and Korotkevich, 1987) for the caseN = 1 was made.

Along with (3.22) the information amount

It
s[x̃

L
s ; z

t
0, η

m
0 ] =M

{
ln[pt

s(x̃
L
s )/p(s̃L, x̃

L
s )]
}

(3.30)

about the future values̃xL
s of the processxt is of interest, i.e., information amount in

generalized extrapolation problem, where

pt
s(x̃

L) = ∂LP
{
x̃L

s � x̃L|zt
0, η

m
0

}
/∂x̃L,

p(s̃L, x̃
L) = ∂LP

{
x̃L

s � x̃L
}
/∂x̃L.

(3.31)

Theorem 2. The information amount (3.30) on the time intervals tm � t < tm+1 is
defined by the equation

dIt
s[x̃

L
s ; z

t
0, η

m
0 ]/dt = (1/2)tr

[
M
{
R−1(t, z)

[
h(τ̃N , t, z|x̃L

s )− h(t, z)
]

×
[
h(τ̃N , t, z|x̃L

s )− h(t, z)
]T}]

, (3.32)

subject to the initial condition

Itm
s [x̃L

s ; z
tm
0 , ηm

0 ] = Itm−0
s [x̃L

s ; z
tm
0 , ηm−1

0 ] + ∆Itm
s [x̃L

s ; z
tm
0 , η(tm)], (3.33)

∆Itm
s [x̃L

s ; z
tm
0 , η(tm)] =M

{
ln
[
C(η(tm), z|x̃L

s )/C(η(tm), z)
]}

, (3.34)

h(τ̃N , t, z|x̃L) = M
{
h(t, xt, x̃

N
τ , z)|x̃L

s = x̃L, zt
0, η

m
0

}
, (3.35)

C(η(tm), z|x̃L) =M
{
C(xtm , x̃

N
τ , η(tm), z)|x̃L

s = x̃L, ztm
0 , ηm−1

0

}
, (3.36)

and Itm−0
s [x̃L

s ; z
tm
0 , ηm−1

0 ] = lim It
s[·] subject to t ↑ tm.

Proof. Since pt
s(x; x̃N ; x̃L) = pt

τ (x; x̃N |x̃L)pt
s(x̃L), wherept

τ (x; x̃N |x̃L) = ∂N+1

P{xt � x; x̃N
τ � x̃N |x̃L

s = x̃L, zt
0, η

m
0 }/∂x∂x̃N , then integration (3.2) and (3.3) with



304 N. Dyomin, I. Safronova, S. Rozhkova

respect to{x; x̃N} taking into account (2.9)–(2.11), (3.35) and (3.36), yields thatpt
s(x̃

L)
on the time intervalstm � t < tm+1 is defined by the equation

d tp
t
s(x̃

L) = pt
s(x̃

L)
[
h(τ̃N , t, z|x̃L)− h(t, z)

]
R−1(t, z)d z̃t, (3.37)

subject to the initial condition

ptm
s (x̃L) =

[
C(η(tm), z|x̃L)/C(η(tm), z)

]
ptm−0

s (x̃L). (3.38)

Since the prior densityp(t, x; τ̃N , x̃N ; s̃L, x̃
L) in accordance with (3.2) is defined by the

equation

d tp
(
t, x; τ̃N , x̃N ; s̃L, x̃

L
)
=Lt,x

[
p(t, x; τ̃N , x̃N ; s̃L, x̃

L); p(t, x; τ̃N , x̃N )
]
dt, (3.39)

then integrating (3.39) with respect to{x; x̃N} taking into account (2.9)–(2.11) yields
d tp(s̃L; x̃L) = 0. The further inference of (3.32) and (3.33) is similar to that of (3.8)
and (3.9).

4. Conditionally-Gaussian case

The effective determination of the filtering and extrapolation estimates was obtained in
(Abakumovaet al., 1995b; Dyominet al., 1997; Dyominet al., 2000) under the condi-
tions (see (2.1)–(2.3), (2.5))

f(·) = f(t) + F (t)xt, p0(x) = N{x;µ0,Γ0},
h(·) = h(t, z) +H0,N (t, z)x̃N+1

t,τ , g(·) = g(tm, z) +G0,N (tm, z)x̃N+1
tm,τ , (4.1)

H0,N (·) =
[
H0(t, z)

...H1(t, z)
... · · ·

...HN (t, z)
]
=
[
H0(t, z)

...H1,N (t, z)
]
,

G0,N (·) =
[
G0(tm,z)

...G1(tm,z)
... · · ·

...GN (tm, z)
]
=
[
G0(tm,z)

...G1,N (tm,z)
]
,(4.2)

when the posterior densities for the processx̃N+L+1
t,τ,s are Gaussian (see (4) in (Abaku-

movaet al., 1995b), (2.15), (2.34) in (Dyominet al., 1997) and (3.3), (3.4) in (Dyominet
al., 2000). Hence, if

µ(t) = M{xt|zt
0, η

m
0 },

µ̃N (τ̃N , t) = M{x̃N
τ |zt

0, η
m
0 }, µ̃L(t, s̃L) =M{x̃L

s |zt
0, η

m
0 },

Γ(t) =M{[xt − µ(t)][·]T |zt
0}, Γ̃N (τ̃N , t) = M{[x̃N

τ − µ̃N (τ̃N , t)][·]T |zt
0, η

m
0 },

Γ̃L(t, s̃L) = M{[x̃L
s − µ̃L(s̃L, t)][·]T |zt

0, η
m
0 },

Γ̃0N (τ̃N , t) = M{[xt − µ(t)][x̃N
τ − µ̃N (τ̃N , t)]T |zt

0, η
m
0 },

Γ̃L
0,N+1(t, s̃L) = M{[xt − µ(t)][x̃L

s − µ̃L(s̃L, t)]T |zt
0, η

m
0 },

Γ̃L
N,N+1(τ̃N , t, s̃L) =M{[x̃N

τ − µ̃N (τ̃N , t)][x̃L
s − µ̃L(s̃L, t)]T |zt

0, η
m
0 }, (4.3)
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then under satistaction of conditions (4.1)

pt
s(x; x̃N ; x̃L) = N

{
x̃N+L+1; µ̃N+L+1(τ̃N , t, s̃L), Γ̃N+L+1(τ̃N , t, s̃L)

}
=N


 x

x̃N

x̃L

;
 µ(t)
µ̃N (τ̃N ,t)
µ̃L(t,s̃L)

,
 Γ(t) Γ̃0N (τ̃N , t) Γ̃L

0,N+1(t, s̃L)
Γ̃T

0N (·) Γ̃N (τ̃N , t) Γ̃L
N,N+1(τ̃N,t,s̃L)

(Γ̃L
0,N+1(·))T (Γ̃L

N,N+1(·))T Γ̃L(t, s̃L)


. (4.4)

PROPOSITION2. Subject to (4.1) for posterior densitypt
s(x; x̃N ; x̃L) of the process

x̃N+L+1
t,τ,s (see (2.5)) the condition (4.4) takes place and block parameters of this distri-

bution is defined by the differential-reccurence equations of Theorems 1, 2 in (Abaku-
movaet al., 1995b), Theorem 3 and Colollary 2 in (Dyominet al., 1997). Gaussianity
property takes place also for the posterior densitiespt(x), pt(x; x̃N ), pt

s(x̃L), pt
s(x; x̃L)

composingxt, {xt; x̃N
τ }, x̃L

s , {xt; x̃L
s }, of the process̃xN+L+1

t,τ,s , the parameters of which
are obtained obviously from (4.4), taking into account (2.5).

REMARK 3. Since the process, defined by the equation dxt = [f(t) + F (t)xt]d t +
Φ1(t)dωt, is Gaussian (Liptser and Shiryayev, 1977; 1978; Meditch, 1969), then for the
prior densityp(t, x; τ̃N , x̃N ; s̃L, x̃

L) subject to (4.1) the Gaussianity property of the form
(4.4) with replacementµ(t) bya(t), µ̃N (τ̃N , t) by ãN (τ̃N , t), µ̃L(t, s̃L) by ãL(t, s̃L) and
the letterΓ by the letterD takes place. Parameters of this density are obviously defined
(Meditch, 1969). The prior densitiesp(t, x), p(t, x; τ̃N , x̃N ), p(s̃L, x̃

L), p(t, x; s̃L, x̃
L)

are Gaussian as well.

In this paragraph the results of the previous paragraph are concretized in case of con-
dition (4.1) fulfillment assuming that all the matrices of the second central moments are
reversible.

Theorem 3. The information amount (2.8) on the time intervals tm � t < tm+1 is
defined by the equation

dIt
s[xt, x̃

L
s ; z

t
0, η

m
0 ]/dt

= (1/2)tr
[
M
{
R−1(t, z)H̃L+1(t, z)(Γ̃L+1(s̃L, t))−1H̃T

L+1(t, z)
}]

−

−(1/2)tr
[
Q(t)

[
M
{
Γ−1(t|s̃L)

}
−D−1(t|s̃L)

]]
, (4.5)

subject to the initial condition (3.9)where (see (4.3), (4.4)and Remark 3)

Γ̃L+1(t, s̃L) =

[
Γ(t) Γ̃L

0,N+1(t, s̃L)
(Γ̃L

0,N+1(·))T Γ̃L(t, s̃L)

]
, (4.6)

Γ(t|s̃L) = Γ(t)− Γ̃L
0,N+1(t, s̃L)(Γ̃L(t, s̃L))−1(Γ̃L

0,N+1(t, s̃L))T , (4.7)

D(t|s̃L) = D(t)− D̃L
0,N+1(t, s̃L)(D̃L(t, s̃L))−1(D̃L

0,N+1(t, s̃L))T , (4.8)

H̃L+1(t, z) = [H̃0(t, z)
...H̃L(t, z)] = [H̃0(t, z)

...H̃N+1(t, z)
... · · ·

...H̃N+L(t, z)], (4.9)
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H̃0(t, z) = H0(t, z)Γ(t) +H1,N (t, z)Γ̃T
0N(τ̃N , t), (4.10)

H̃N+l(t, z)=H0(t, z)Γl
0,N+1(t, sl)+H1,N(t, z)Γ̃l

N,N+1(τ̃N , t, sl), l=1;L, (4.11)

∆Itm
s [·] = (1/2)M

{
ln
[
|Γ̃L+1(tm − 0, s̃L)|/|Γ̃L+1(tm, s̃L)|

]}
, (4.12)

Γ̃L+1(tm − 0, s̃L) = lim Γ̃L+1(t, s̃L) subject to t ↑ tm, H1,N (t, z) is described in (4.2),
Γl

0,N+1(t, sl) is the l-th element of the matrix Γ̃L
0,N+1(t, s̃L), and Γ̃l

N,N+1(τ̃N , t, sl) is

l-th matrix column of the matrix Γ̃L
N,N+1(τ̃N , t, s̃L).

Proof. By the property of Gaussian densities (Liptser and Shiryayev, 1977; 1978; Med-
itch, 1969) forpt

τ |t,s(x̃N |x, x̃L) = ∂NP{x̃N
τ � x̃N |xt = x, x̃L

s = x̃L, zt
0, η

m
0 ]}/∂x̃N in

accordance with (2.5) and (4.4), we have

pt
τ |t,s(·) = N

{
x̃N ; µ̃N (τ̃N |t, s̃L), Γ̃N (τ̃N |t, s̃L)

}
,

µ̃N (τ̃N |t, s̃L) = µ̃N (τ̃N , t)

+Γ̃L+1
N (τ̃N , t, s̃L)(Γ̃L+1(t, s̃L))−1

[
x̃L+1 − µ̃L+1(t, s̃L)

]
, (4.13)

Γ̃N (τ̃N |t, s̃L)=Γ̃N (τ̃N , t)−Γ̃L+1
N (τ̃N , t, s̃L)(Γ̃L+1(t, s̃L))−1(Γ̃L+1

N (τ̃N , t, s̃L))T,

µ̃L+1(t, s̃L) =
[

µ(t)
µ̃L(t, s̃L)

]
,

Γ̃L+1
N (τ̃N , t, s̃L) =

[
Γ̃T

0N (τ̃N , t)
...Γ̃L

N,N+1(τ̃N , t, s̃L)
]
. (4.14)

Formulae (2.5), (3.5), (3.11), (4.1)–(4.3), and (4.13) imply that

h(τ̃N , z|x, x̃L)− h(t, z)

= H0[x− µ(t)] +H1,N Γ̃L+1
N (Γ̃L+1)−1

[
x̃L+1 − µ̃L+1(t, s̃L)

]
. (4.15)

Then from (4.15) taking into account (4.4) and (4.14), we obtain

M
{[
h(τ̃N , z|xt, x̃L

s )− h(t, z)
]
[·]T |zt

0, η
m
0

}
= H0ΓHT

0

+
[
H0Γ̃L+1

0,N+1 +H1,N Γ̃L+1
N

]
(Γ̃L+1)−1(Γ̃L+1

N )THT
1,N

+H1,N Γ̃L+1
N (Γ̃L+1)−1(Γ̃L+1

0,N+1)
THT

0 , (4.16)

Γ̃L+1
0,N+1(t, s̃L) = M

{
[xt − µ(t)]

[
x̃L+1

t,s − µ̃L+1(t, s̃L)
]T |zT

0 , η
m
0

}
=
[
Γ(t)

...Γ̃L
0,N+1(t, s̃L)

]
. (4.17)

From (4.2), (4.9)–(4.11), (4.14), and (4.17), we obtainH0Γ̃L+1
0,N+1+H1,N Γ̃L+1

N = H̃L+1.

HenceH1,N Γ̃L+1
N = H̃L+1 −H0Γ̃L+1

0,N+1 and from (4.16)

M
{[
h(τ̃N , z|xt, x̃L

s )− h(t, z)
]
[·]T |zt

0, η
m
0

}
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= H̃L+1(Γ̃L+1)−1H̃T
L+1 +H0

[
Γ− Γ̃L+1

0,N+1(Γ̃
L+1)−1(Γ̃L+1

0,N+1)
T
]
HT

0 . (4.18)

Assume that

(Γ̃L+1)−1 =

[
Γ Γ̃L

0,N+1

(Γ̃L
0,N+1)

T Γ̃L

]−1

=
[
C00 C01

CT
01 C11

]
. (4.19)

Then, from (4.17) and (4.19), we obtain

Γ̃L+1
0,N+1(Γ̃

L+1)−1(Γ̃L+1
0,N+1)

T

= ΓC00Γ+ΓC01(Γ̃L
0,N+1)

T +Γ̃L
0,N+1C

T
01Γ+Γ̃L

0,N+1C11(Γ̃L
0,N+1)

T . (4.20)

By the Frobenius formula (Gantmakher, 1988) in accordance with (4.19), we have

C00 =
[
Γ− Γ̃L

0,N+1(Γ̃
L)−1(Γ̃L

0,N+1)
T
]−1

, C01 = −C00Γ̃L
0,N+1(Γ̃

L)−1,

C11 = (Γ̃L)−1 + (Γ̃L)−1(Γ̃L
0,N+1)

TC00Γ̃L
0,N+1(Γ̃

L)−1. (4.21)

Using the (4.21) in (4.20) gives

Γ̃L+1
0,N+1(Γ̃

L+1)−1(Γ̃L+1
0,N+1)

T = Γ. (4.22)

Then, from (4.18) and (4.22), we obtain

M
{[
h(τ̃N , z|xt, x̃L

s )− h(t, z)
]
[·]T |zt

0, η
m
0

}
= H̃L+1(t, z)(Γ̃L+1(t, s̃L))−1H̃T

L+1(t, z). (4.23)

Sincept
s(x; x̃

L) = N{·} (see Proposition 2), then forpt
t|s(x|x̃L) = ∂P{xt � x|x̃L

s =
x̃L, zt

0, η
m
0 }/∂x similar to (4.13) from (4.4) the property ofpt

t|s(x|x̃L) = N{x;µ(t|s̃L),
Γ(t|s̃L)} takes place

µ(t|s̃L) = µ(t) + Γ̃L
0,N+1(Γ̃

L)−1[x̃L − µ̃L(t, s̃L)], (4.24)

andΓ̃(t|s̃L) is defined by the formula (4.7). Sincept
s(x; x̃L) = pt

t|s(x|x̃L)pt
s(x̃L), then,

we obtain

∂ ln[pt
s(x; x̃

L)]/∂x = ∂ ln[pt
t|s(x|x̃L)]/∂x = −Γ−1(t|s̃L)[x− µ(t|s̃L)]. (4.25)

Thus, we have

M
{[
∂ ln[pt

s(xt; x̃L
s )]/∂xt

] [
∂ ln[pt

s(xt; x̃L
s )]/∂xt

]T |zt
0, η

m
0

}
= Γ−1(t|s̃L). (4.26)
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Relation (4.4) implies that (see Proposition 2)pt(x) = N{x;µ(t),Γ(t)}. Hence, we
obtain

∂ ln[pt(x)]/∂x = −Γ−1(t)[x − µ(t)], (4.27)

M
{
[∂ ln[pt(xt)]/∂xt] [∂ ln[pt(xt)]/∂xt]

T |zt
0, η

m
0

}
= Γ−1(t). (4.28)

Formulae (4.24), (4.25), and (4.27) imply that

M
{
[∂ ln[pt

s(xt; x̃L
s )]/∂xt][∂ ln[pt(xt)]/∂xt]T |zt

0, η
m
0

}
= Γ−1(t). (4.29)

Then, in accordance with (4.28) and (4.29), we have

M

{[
∂ ln pt

s(xt; x̃L
s )

∂xt
− ∂ ln pt(xt)

∂xt

] (∂ ln pt(xt)
∂xt

)T
∣∣∣∣ zt

0, η
m
0

}
= O. (4.30)

Analogous calculations relative to the unconditional expectation for prior densities (see
Remark 3) result in the formulae

M
{[
∂ ln[p(t, xt; s̃L, x̃

L
s )]/∂xt

] [
∂ ln[p(t, xt; s̃L, x̃

L
s )]/∂xt

]T}
= D−1(t|s̃L),

M

{[
∂ ln p(t, xt; s̃L, x̃

L
s )

∂xt
− ∂ ln p(t, xt)

∂xt

] (∂ ln p(t, xt)
∂xt

)T
}
= O. (4.31)

Substitution (4.23), (4.26), (4.30), (4.31) in (3.8), taking into account the property
M{·} = M{M{·|zt

0, η
m
0 }} gives (4.5).

Relation (3.16) implies that[ptm
s (x; x̃L)/ptm−0

s (x; x̃L)] = [C(η(tm), z|x, x̃L)/
C(η(tm), z)]. In accordance with (4.4), (4.6), and (4.14), we havept

s(x; x̃
L) =

pt
s(x̃L+1) = N{x̃L+1; µ̃L+1(t, s̃L), Γ̃L+1(t, s̃L)}. Taking into accountM{·} =
M{M{·|ztm

0 , ηm−1
0 }} andM{·} =M{M{·|ztm

0 , ηm
0 }}, we obtain

M
{
ln
[
C(η(tm), z|xtm , x̃

L
s )/C(η(tm), z)

]}
=M

{
ln
[
N
{
x̃L+1; µ̃L+1(tm, s̃L), Γ̃L+1(tm, s̃L)

}
/
N
{
x̃L+1; µ̃L+1(tm−0, s̃L), Γ̃L+1(tm−0, s̃L)

}]}
=

= (1/2)M
{
ln
[
|Γ̃L+1(tm−0, s̃L)|/|Γ̃L+1(tm, s̃L)|

]}
. (4.32)

Then, formulae (3.12), and (4.32) imply (4.12).

COROLLARY 2. The information amount (3.22) on the time intervalstm � t < tm+1 is
defined by the equation

dIt[xt; zt
0, η

m
0 ]/dt = (1/2)tr

[
M
{
R−1(t, z)H̃0(t, z)Γ−1(t)H̃T

0 (t, z)
}]

−(1/2)tr
[
Q(t)

[
M{Γ−1(t)} −D−1(t)

]]
, (4.33)
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subject to the initial condition (3.24), where

∆Itm [·] = (1/2)M {ln [|Γ(tm − 0)|/|Γ(tm)|]} , (4.34)

Γ(tm − 0) = limΓ(t) subject tot ↑ tm andH̃0(t, z) is defined in (4.10).

The formulated result is obtained as a limitary case from Theorem 3 subject tosl ↓ t
in (4.5) andsl ↓ tm in (4.12),l = 1;L. Note that the same result can be proved with the
use of Corollary 1, analogously to the proof of Theorem 3. Similarly proof of Theorems 2,
4 in (Dyomin and Korotkevich, 1987) for the caseN = 1 was made.

Theorem 4. The information amount (3.30) on the time intervals tm � t < tm+1 is
defined by the equation

dIt
s[x̃

L
s ; z

t
0, η

m
0 ]/dt

= (1/2)tr
[
M
{
R−1(t, z)H̃L(t, z)(Γ̃L(t, s̃L))−1H̃T

L (t, z)
}]

, (4.35)

subject to the initial condition (3.33), where

∆Itm
s [·] = (1/2)M

{
ln
[
|Γ̃L(tm − 0, s̃L)|/|Γ̃L(tm, s̃L)|

]}
, (4.36)

Γ̃L(tm − 0, s̃L) = lim Γ̃L(t, s̃L) subject to t ↑ tm and H̃L(t, z) is defined in (4.9).

Proof. For pt
τ,t|s(x, x̃N |x̃L) = pt

τ,t|s(x̃N+1|x̃L) = ∂N+1P{x̃N+1
t,τ � x̃N+1|x̃L

s = x̃L,

zt
0, η

m
0 }/∂x̃N+1 similar to (4.13) it follows that (see (4.4))

pt
τ,t|s(x̃N+1|x̃L) = N{x̃N+1; µ̃N+1(τ̃N , t|s̃L), Γ̃N+1(τ̃N , t|s̃L)},
µ̃N+1(τ̃N , t|s̃L) = µ̃N+1(τ̃N , t)

+Γ̃L
N+1(τ̃N , t, s̃L)(Γ̃L(t, s̃L))−1[x̃L − µ̃L(t, s̃L)],

Γ̃N+1(τ̃N , t|s̃L) = Γ̃N+1(τ̃N , t)

−Γ̃L
N+1(τ̃N , t, s̃L)(Γ̃L(t, s̃L))−1(Γ̃L

N+1(τ̃N , t, s̃L))T , (4.37)

µ̃N+1(τ̃N , t)=
[
µ(·)
µ̃N (·)

]
, Γ̃N+1(τ̃N , t)=

[
Γ(·) Γ̃0N (·)

Γ̃T
0N (·) Γ̃N (·)

]
,

Γ̃L
N+1(τ̃N , t, s̃L)=

[
Γ̃L

0,N+1(·)
Γ̃L

N,N+1(·)

]
. (4.38)

Formulae (3.5), (3.35), (4.1)–(4.3), and (4.37) imply thath(τ̃N , t, z|x̃L) − h(t, z) =
= H0,N Γ̃L

N+1(Γ̃
L)−1[x̃L − µ̃L(t, s̃L)]. In accordance with (4.2), (4.3), (4.9), and (4.38),
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we haveH0,N Γ̃L
N+1 = H̃L. Therefore, we obtainh(τ̃N , t, z|x̃L) − h(t, z) =

H̃L(Γ̃L)−1[x̃L − µ̃L(t, s̃L)]. Thus, we have

M
{[
h(τ̃N , t, z|x̃L

s )− h(t, z)
]
[·]T |zt

0, η
m
0

}
= H̃L(t, z)(Γ̃L(t, s̃L))−1H̃T

L (t, z). (4.39)

Subsitution of (4.39) into (3.32) taking into accountM{·} = M{M{·|zt
0, η

m
0 }}, gives

(4.35). From (4.4) (see Proposition 2), we obtainpt
s(x̃

L
s )=N{x̃L; µ̃L(t, s̃L), Γ̃L(t, s̃L)}.

Therefore (4.36) is derived on the basis (3.34), (3.38) analogously (4.12).

COROLLARY 3. Let in (4.1) coefficients dependence onz is absent. Then Theorems 3, 4
and Corollary 2 take place, where dependence onz and operatorM{·} are absent. Thus,
exact calculationIt

s[xt, x̃
L
s ; z

t
0, η

m
0 ], It[xt; zt

0, η
m
0 ], It

s[x̃
L
s ; z

t
0, η

m
0 ] is possible only in the

conditionally-Gaussian case in the absence of feedback in the observation channels (see
Remark 2).

In the next paragraphs some of the obtained results are applied to the problem inves-
tigation of stochastic process transmission on the continuous-discrete memory channels
in some particular cases.

5. The Information Efficiency of the Memory Observations in Relative to the
Memoryless Observations

The problem of efficiency of the memory observation, i.e., whether presence of memory
increases or decreases information amount, is of interest. The given investigation is to be
carried out for a particular case of the scalar stationary processesxt, zt, η(tm) defined by
the equations (see (2.1)–(2.3), (4.1), (4.2))

dxt = −axtdt+
√
Q dωt, a > 0, p0(x) = N{µ0; γ0},

dzt = H0xtdt+
√
R dvt, η(tm) = G0xtm +G1xτ +

√
V ξ(tm), (5.1)

when continuous memoryless observation, and discrete memory observations of unit mul-
tiplicity, i.e., processxt has the form as in (Dyominet al., 2001; item 5). As the informa-
tion efficiency measure of the memory observationsη(tm) with regard to the memoryless
observations̃η(tm), whenG1 = 0, in extrapolation problem for the caseL = 1 (s1 = s)
one can accept the value∆ = ∆Itm

s [xs; ztm
0 , η(tm)] − ∆̃Itm

s [xs; ztm
0 , η̃(tm)], where

∆Itm
s [·] and∆̃Itm

s [·] are information amount increments (3.30) byL = 1 in the time mo-
mentstm, incoming from the observationsη(tm) andη̃(tm), respectively. Consider the
case of sparse discrete time observations, when on the intervalst ∈ (tm, tm+1) solutions
of the differential equations for the elements of the matrixΓ̃3(τ, t, s) (see (4.4)) attain the
stationary valuesγ, γ01(t∗), γ11(t∗), γ11(T ), γ1

0(T ), γ
1
1(t

∗, T ), defined by the formula
(3.19) from (Dyominet al., 2000), wheret∗ = t − τ andT = s − t are memory depth
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and extrapolation interval, respectively. Then, in accordance with (4.36) and Corollary 3
using (2.28), (2.33) from (Dyominet al., 1997)

∆ = (1/2) ln
[
γ̃11(s, tm)/γ11(s, tm)

]
, (5.2)

γ11(s, tm) = γ11(T )− [G0γ
1
0(T ) +G1γ

1
1(t

∗, T )]2

V +G2
0γ +G2

1γ11(t∗) + 2G0G1γ01(t∗)
,

γ̃11(s, tm) = γ11(T )− [G2
0(γ

1
0(T ))

2/(V +G2
0γ)]. (5.3)

There are two marginal situations with regard to memory depth: the case of small memory
depth, whent∗ → 0; the case of large memory depth, whent∗ → ∞. Assume that
∆0 = lim∆ subject tot∗ → 0 and∆∞ = lim∆ subject tot∗ → ∞. From (5.2), and
(5.3) taking into account (3.19) in (Dyominet al., 2000), we obtain

∆0 = (1/2) ln[1/(1− δ0)], ∆∞ = (1/2) ln[1/(1 + δ∞)], (5.4)

δ0=
2aV γ2(G2

1 + 2G0G1) exp{−2aT }
[V +γ(G0+G1)2][Q(V +γG2

0)(1−exp{−2aT })+2aV γ exp{−2aT }], (5.5)

δ∞=
2aæγ3G2

0G
2
1 exp{−2aT }

[V +γ(G2
0+æG2

1)][Q(V +γG2
0)(1−exp{−2aT })+2aV γ exp{−2aT }]. (5.6)

Research of behavior of the∆(t∗) as the function of the memory deptht∗ basing on
(5.2)–(5.6) with the use of (3.19) from (Dyominet al., 2000), gives the result.

PROPOSITION3. Assume that

M = M+ ∪M− = {(G0, G1): G2
1 + 2G0G1 � 0}. (5.7)

If (G0, G1) �∈ M, then∆(t∗) is monotonically diminishing function of the memory
depth from the value∆0 > 0 up to the value∆∞ < 0, and is equal to zero at the
point t∗ = t∗eff determined the formula

t∗eff =
1
λ
ln

|G1|(V + æγG2
0)

|G0|([V 2 + æγG2
1(V + æγG2

0)]1/2 −
+V )

, (5.8)

where sign “-” if G0G1 = |G0| · |G1|, and sign “+” if G0G1 = −|G0| · |G1|, λ =
(a2+ δQ)1/2, δ = H2

0/R, æ= (λ+a)/2λ, γ = (1/δ)(λ−a), and which can be defined
as an effective memory depth. If(G0, G1) ∈ M, then∆(t∗) � 0 for all t∗ � 0.

A physical interpretation of this result is the following. In the case of large memory
deptht∗ � αk, whereαk = 1/a is the correlation time of the processxt, there is no
correlation betweenxτ , andxtm , xs. Therefore by greatt∗ the signalY (τ) = G1xτ does
not contain information on the currentxtm and on the future valuesxs of the process
xt and plays the role of additional noise in the memory channel which leads to decrease
in the information amount increment as compared with the memoryless channel. Thus
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one can explain why∆∞ < 0 by random values of the transmission coefficientsG0 and
G1. In the case of small memory depth, whent∗ � αk, the correlation coefficient be-
tweenxτ andxtm is close to one, and therefore, the signalY (tm) = G0xtm + G1xτ

is accepted asY (tm) = (G0 + G1)xtm . Since the condition(G0, G1) �∈ M means
|G0 + G1| > |G0|, then the useful signal strengthY (τ, tm) in the memory channel
is higher than the useful signal strenghG0xtm in the memoryless channel, which pro-
vides great self-descriptivenessY (τ, tm) with regard toG0xtm . This explains the prop-
erty∆0 > 0 in the case(G0, G1) �∈ M and an inverse property by a contrary condition.
The condition(G0, G1) �∈ M is an existence condition of the single positive root of the
equation∆(t∗) = 0, solution of which is given by (5.8). Influence of continuous observa-
tions on the discrete observation self-descriptiveness is carried out through the parameter
δ = H2

0/R, which is proportional to the signal-noise ratio by the strengh in the continu-
ous observation channel. Ifδ → ∞ we obtain∆Itm

s [·] → 0 and∆̃Itm
s [·] → 0, that yields

∆ → 0. Hence, on obtaining absolutely accurate measurement in the continuous channel,
the discrete observations both with memory and without memory do not introduce new
information on the valuesxs for all T . If δ = 0 that corresponds by the case of continuous
observation absence, formulae (5.2)–(5.8), whereγ = Q/2a, λ = a, æ= 1 are correct,
i.e., in this case we have evident dependencet∗eff on the correlation timeαk = 1/a of
the processxt.

6. Optimal Transmission of the Gaussian Markov Process over the Memory
Channels by the Silent Feedback

The signalxt, an output message of the continuous transmission channelzt and an output
message of the discrete transmission channelη(tm) are scalar and defined in accordance
with (2.1)–(2.3) in the form

dxt = F (t)xtdt+Φ1(t)dωt, p0(x) = N{x;µ0, γ0}, (6.1)

dzt=h(t, xt, xτ , z)dt+Φ2(t)dvt, η(tm)=g(tm, xtm , xτ , z)+Φ3(tm)ξ(tm).(6.2)

Problem formulation: in the class of coding functionalsK = {H;G} = {h(·); g(·)},
satisfying energy limitation

M{h2(t, xt, xτ , z)} � h̃(t) � h̃, M{g2(tm, xtm , xτ , z)} � g̃(tm) � g̃, (6.3)

the functionalsh0(·) and g0(·), which provide the minimal decoding error∆0(t) =
inf ∆(t) with regard to a filtering problem, are to be found.∆(t) = M{[xt− x̂(t, z, η)]2}
is the filtering estimate error̂x(t, z, η) of the processxt corresponding message{zt

0; ηm
0 }

accepted by the givenh(·) andg(·).
This problem is a generalization of the problem from (Liptser, 1974) for the case

continuous-discrete transmission with the memory of unit multiplicity(N = 1, τ1 = τ).

REMARK 4. Up to the momentτ the transmission is proceeded an optimal manner.
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Since givenh(·) and g(·), a posteriori meanµ(t) = M{xt|zt
0, η

m
0 } (Liptser and

Shiryayev, 1977; 1978) is optimal in root-mean-square sense filtering estimate, then
∆(t) � M{γ(t)}, whereγ(t) = M{[xt − µ(t)]2|zt

0, η
m
0 }. Thus, we have∆0(t) =

infM{γ(t)}.

Theorem 5. In the class Kl = {Hl;Gl} of linear functionals

Hl = {h(·): h(t, xt, xτ , z) = h(t, z) +H0(t, z)xt +H1(t, z)xτ},
Gl = {g(·): g(tm, xtm , xτ , z) = g(tm, z) +G0(tm, z)xtm +G1(tm, z)xτ} (6.4)

10) optimal coding functionals h0(·), g0(·) are defined in the form

h0(t, z0) = −H0
0 (t, z

0)µ0(t),

H0
0 (t, z

0) = [h̃(t)/∆0(t)]1/2, H0
1 (t, z

0) = 0, (6.5)

g0(tm, z0) = −G0
0(tm, z

0)µ0(tm−0),

G0
0(tm, z

0) = [g̃(tm)/∆0(tm − 0)]1/2, G0
1(tm, z

0) = 0; (6.6)

20) optimal message {z0
t ; η0(tm)} is defined by the equations

dz0
t = [h̃(t)/∆0(t)]1/2[xt − µ0(t)]d t+Φ2(t)dvt, (6.7)

η0(tm) = [g̃(tm)/∆0(tm − 0)]1/2[xtm − µ0(tm − 0)] + Φ3(tm)ξ(tm); (6.8)

30) optimal decoding µ0(t) and a minimal decoding error ∆0(t) on the intervals

tm � t < tm+1, are defined by the equations

dµ0(t) = F (t)µ0(t)dt+R−1(t)[h̃(t)∆0(t)]1/2dz0
t , (6.9)

d∆0(t)/dt = [2F (t)−R−1(t)h̃(t)]∆0(t) +Q(t), (6.10)

subject to the initial condition

µ0(tm)=µ0(tm−0)+[g̃(tm)∆0(tm−0)]1/2[V (tm)+g̃(tm)]−1η0(tm), (6.11)

∆0(tm) = V (tm)[V (tm) + g̃(tm)]−1∆0(tm − 0), (6.12)

where Q(t) = Φ2
1(t), R(t) = Φ2

2(t), V (tm) = Φ2
3(tm), µ0(tm − 0) = limµ(t),

∆0(tm − 0) = lim∆(t) subject to t ↑ tm.

Proof. Given{h(·); g(·)} ∈ Kl on the intervalstm � t < tm+1 (see (Abakumovaet al.,
1995b; Dyominet al., 1997) and Proposition 2)µ(t) andγ(t) are defined by the equations

dµ(t) = F (t)µ(t)d t+R−1(t)[H0(t, z)γ(t) +H1(t, z)γ01(τ, t)][dzt

−(h(t, z) +H0(t, z)µ(t) +H1(t, z)µ(τ, t))d t], (6.13)

dγ(t)/dt = 2F (t)γ(t)−R−1(t)[H0(t, z)γ(t)+H1(t, z)γ01(τ, t)]2+Q(t), (6.14)
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subject to the initial condition

µ(tm) = µ(tm − 0) + [G0(tm, z)γ(tm − 0) +G1(tm, z)γ01(τ, tm − 0)]W−1(tm)

× [η(tm)− g(tm, z)−G0(tm, z)µ(tm − 0)−G1(tm, z)µ(τ, tm − 0)] , (6.15)

γ(tm)=γ(tm−0)−[G0(tm, z)γ(tm−0)+G1(tm, z)γ01(τ, tm−0)]2W−1(tm), (6.16)

whereµ(τ, t) = M{xτ |zt
0, η

m
0 }, γ01(τ, t) = M{[xt − µ(t)][xτ − µ(τ, t)]|zt

0, η
m
0 },

γ11(τ, t) = M{[xτ − µ(τ, t)]2|zt
0, η

m
0 },

W (tm) = V (tm) +G2
0(tm, z)γ(tm − 0) +G2

1(tm, z)γ11(τ, tm − 0)

+2G0(tm, z)G1(tm, z)γ01(τ, tm − 0). (6.17)

Suppose up to the momenttm the transmission was proceeded in an optimal manner.
Then, from (6.16), and (6.17), we obtain

γ(tm) = V (tm)∆0(tm − 0)(W 0(tm))−1 +G2
1(tm, z

0)

× [∆0(tm−0)∆0
11(τ, tm−0)−(∆0

01(τ, tm−0))2](W 0(tm))−1, (6.18)

whereW 0(tm) is defined by the formula (6.17) with replacementz by z0, γ(tm − 0) by
∆0(tm−0), γ01(τ, tm−0) by∆0

01(τ, tm−0), γ11(τ, tm−0) by∆0
11(τ, tm−0). Fort <

tm by Cauhy–Schwarz–Bunyakovskii inequality in relative toM{·|zt
0, η

m−1
0 } (Lipser

and Shiryayev, 1977; 1978), we haveγ(t)γ11(τ, t)−γ2
01(τ, t) � 0. SinceG2

0γ(tm−0)+
G2

1γ11(τ, tm − 0)+ +2G0G1γ01(τ, tm − 0) = M{[G0(xtm − µ(tm − 0)) + G1(xτ −
µ(τ, tm − 0))]2|zt

0, η
m−1
0 } � 0 thenW (tm) > 0. Thus, relation (6.18) implies that

γ(tm) � V (tm)∆0(tm − 0)(W 0(tm))−1. (6.19)

By Jensen inequality (Lipser and Shiryayev, 1977; 1978), we haveM{(W 0(tm))−1} �
[M{W 0(tm)}]−1. Then for∆(tm) = M{γ(tm)} from (6.17), (6.19), we obtain

∆(tm) � V (tm)∆0(tm − 0)
[
V (tm) +M

{
G2

0∆
0(tm − 0)

+G2
1∆

0
11(τ, tm − 0) + 2G0G1∆0

01(τ, tm − 0)
}]−1

. (6.20)

SinceM{·} = M{M{·|ztm
0 , ηm−1

0 }}, the use of (6.4) in (6.3) yields

M
{
g2(·)

}
= M

{[
g(tm, z) +G0µ(tm − 0) +G1µ(τ, tm − 0)

]2}
+M

{
G2

0γ(tm−0) +G2
1γ11(τ, tm−0)+2G0G1γ01(τ, tm−0)

}
� g̃(tm). (6.21)

Formulae (6.20), (6.21), and (6.12) imply that

∆(tm) � V (tm)∆0(tm − 0)[V (tm) + g̃(tm)]−1 = ∆0(tm). (6.22)
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Use of (6.6) in (6.18) yields thatγ0(tm) = V (tm)∆0(tm−0)[V +g̃(tm)]−1. Coincidence
γ0(tm)with the low bound (6.22) for∆(tm) proves an optimality of the coding (6.6), and
(6.8), (6.11) (6.12) follow as a result of substitution (6.6) in (6.2), (6.15), (6.16) given
{ztm

0 , ηm−1
0 } = = {(z0)tm

0 , (η0)m−1
0 }.

Addition and subtraction in the right part (6.14)R−1(t)H2
1 (t, z)γ11(τ, t) yieds an

equivalent (6.14) integral equation fortm � t < tm+1, taking into account that at the
momenttm the optimal functionalg0(·) is used

γ(t) = ∆0(tm) exp
{
2

t∫
tm

F (σ)dσ

−
t∫

tm

R−1(σ)
[
H2

0 (σ, z)γ(σ)+H
2
1 (σ, z)γ11(τ, σ)+2H0(σ, z)H1(σ, z)γ01(τ, σ)

]
dσ

+

t∫
tm

R−1(σ)H2
1 (σ, z)

[
γ(σ)γ11(τ, σ) − γ2

01(τ, σ)
]
γ−1(σ)dσ

}

+

t∫
tm

Q(σ) exp
{
2

t∫
σ

F (u)du

−
t∫

σ

R−1(u)
[
H2

0 (u, z)γ(u)+H
2
1(u, z)γ11(τ, u)+2H0(u, z)H1(u, z)γ01(τ, u)

]
du

+

t∫
σ

R−1(u)H2
1 (u, z)[γ(u)γ11(τ, u)− γ2

01(τ, u)]γ
−1(u)du

}
dσ, (6.23)

validity of which is proved by differetiating with respect tot. Since M{·} =
M{M{·|zt

0, η
m
0 }}, then the use of (6.4) in (6.3) yields

M
{
h2(· )

}
=M

{
[h(t, z) +H0(t, z)µ(t) +H1(t, z)µ(τ, t)]

2
}

+M
{
H2

0 (t, z)γ(t) +H2
1 (t, z)γ11(τ, t) + 2H0(t, z)H1(t, z)γ01(τ, t)

}
� h̃(t). (6.24)

By Cauhy–Schwarz–Bunyakovskii inequality as respectsM{·|zt
0, η

m
0 }, we have

γ(t)γ11(τ, t) − γ2
01(τ, t) � 0. Then the use of Jensen inequalityM{ϕ(ξ)} � ϕ(M{ξ})

for the convex functionϕ(ξ) = exp{ξ} in (6.23), taking into account (6.24) for
∆(t) = M{γ(t)} result in the inequality

∆(t) � ∆0(tm) exp
{ t∫

tm

[
2F (σ)−R−1(σ)h̃(σ)

]
dσ

}
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+

t∫
tm

Q(σ) exp
{ t∫

σ

[
2F (u)−R−1(u)h̃(u)

]
du

}
dσ, (6.25)

Use of (6.5) in (6.14) fortm � t < tm+1 results in the equation

dγ0(t)/dt =
[
2F (t)−R−1(t)h̃(t)

(
γ0(t)/∆0(t)

)]
γ0(t) +Q(t),

γ0(tm) = ∆0(tm). (6.26)

Suppose∆0(t) is the right part of (6.25). Then differentiating∆0(t) with respect tot
results in the equation (6.10) subject to the initial condition∆0(tm). It is obvious that the
solution (6.10), (6.26) are coicident, i.e.,γ0(t) = ∆0(t). Coicidenceγ0(t) with the low
bound (6.25) for∆(t) proves an optimal decoding (6.5), and (6.7), (6.9), (6.10) follow as
a result of substitution (6.5) in (6.2), (6.13), (6.14). The validity of this result for arbitrary
time intervalτ � tm � t < tm+1 is derived with respect to induction, taking into account
Remark 4.

REMARK 5. According to (6.5) and (6.6) in the classKl under the limitations (6.3) in
the filtering problem, all energy{h̃(t); g̃(tm)} of the message{h(·); g(·)} is concen-
trated with respect to the signalxt in the current moment of time, sinceH0

1 (t, z) = 0,
G0

1(tm, z) = 0. Thus, Theorem 5 provides the solution already at the time interval[0, τ ],
when the memory is absent, and Remark 4 losses its actuality.

REMARK 6. The proof of Theorem 5 indicates that under the energy limitations, differ-
ent from (6.3) and allocating general energy of the message on the currentxt, xtm and
pastxτ signal values, we obtain a different solution, whenH0

1 (t, z) �= 0,G0
1(tm, z) �= 0.

This problem is open for research.

Theorem 6. Coding functionals in the class Kl of linear functionals (6.4)are optimal in
the general class K nonlinear functionals.

Proof. The idea of the proof is the following. Suppose∆0(t) is a decoding error, attained
at {h(·); g(·)} ∈ K. SinceKl ⊂ K, then∆0(t) � ∆0(t), where∆0(t) is defined by
Theorem 5. Analogously to Theorem 16.5 in (Liptser and Shiryayev, 1977; 1978), proof
by contradiction is carried out by means of proving the inequality∆0(t) � ∆0(t). Then
the contradiction is excluded only by the condition that∆0(t) = ∆0(t).

Since under the conditions (4.1)p(t, x) = N{x; a(t), D(t)}, then on arbitrary coding
{h(·); g(·)} ∈ K with respect to Corollary 1 fortm � t < tm+1

It[xt; zt
0, η

m
0 ] = Itm [·] +

1
2

( t∫
tm

R−1(σ)M
{[

h(τ, z|xσ)− h(τ, z)
]2}

dσ

−
t∫

tm

Q(σ)
[
M {J [xσ]} −D−1(σ)

]
dσ

)
, (6.27)
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whereJ [xt] = M{[∂ ln[pt(xt)]/∂xt]2|zt
0, η

m
0 } is the Fisher conditional information

amount (Liptser, 1974). Sinceh(t,z) = M{h(τ, z|xt)|zt
0,η

m
0 }, thenM

{
[h(τ,z|xt) −

h(t, z)]2
}

= M
{
M{[· ]2|zt

0, η
m
0 }
}

= M
{
M{h(τ, z|xt)

2
+ h(t, z)

2−2h(τ,z|xt) ·
h(t,z)|zt

0, η
m
0 }
}
= M{h(τ,z|xt)

2 − h(t, z)
2} � M{h(τ, z|xt)

2}. According to Jen-

sen inequality, taking into account (6.3)M{h(τ,z|xt)
2} = M{[M{h(·)|xt,z

t
0,η

m
0 }]2} �

M{M{h2(·)|xt, z
t
0, η

m
0 }} = M{h2(·)} � h̃(t). ThusM{[h(τ, z|xt)−h(t, z)]2} � h̃(t)

and using Fisher inequalityM{J [xt]} � ∆−1(t) (Liptser, 1974) from (6.27) it follows
that

It[xt; zt
0, η

m
0 ]�Itm [·]+

1
2

( t∫
tm

R−1(σ)h̃(σ)dσ

−
t∫

tm

Q(σ)
[
∆−1(σ)−D−1(σ)

]
dσ

)
. (6.28)

Suppose that the transmission took place in accordance with the coding{h0(·); g0(·)}
in the form (6.5), (6.6). Since for this casept(x) = N{x;µ0(t),∆0(t)} (Liptser and
Shiryayev, 1977; 1978), then from (6.27), taking into account (3.5), (3.26), (6.5), (6.6)

I0
t [·] = I0

tm
[·] + 1

2

( t∫
tm

R−1(σ)h̃(σ)dσ

−
t∫

tm

Q(σ)
[
(∆0(σ))−1 −D−1(σ)

]
dσ

)
. (6.29)

Since[∆−1 − D−1] = [∆−1 − (∆0)−1] + [(∆0)−1 − D−1], then by the transmission
on the intervalt ∈ [0, tm] in accordance with the coding (6.5), (6.6) from (6.28), (6.29)
it follows that

It � I0
t [·]−

1
2

t∫
tm

Q(σ)
[
∆−1(σ) − (∆0(σ))−1

]
dσ. (6.30)

According to (Liptser, 1974; Liptser and Shiryayev, 1977; 1978) (Ihara inequality);

∆(t) � D(t) exp{−2It[·]}, (6.31)

then from (6.30), (6.31)

∆(t) � D(t) exp
{
−2I0

t [·]
}
exp
{ t∫

tm

Q(σ)
[
∆−1(σ) − (∆0(σ))−1

]
dσ

}
. (6.32)
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Since Kl ⊂ K, then ∆0(t) � ∆0(t), i.e., ∆−1
0 (t) � (∆0(t))−1. From (3.22)

given p(t, x) = N{x; a(t), D(t)}, pt(x) = N{x;µ0(t),∆0(t)} it follows I0
t [·] =

(1/2) ln[D(t)/∆0(t)]. Thus (6.32) given∆(t) = ∆0(t) result in the required con-
tradiction ∆0(t) � ∆0(t). The Theorem proof is concluded by the derivation of
the contradictory inequality∆0(tm) � ∆0(tm) in the assumption that on the in-
terval t ∈ [0, tm) the transmission took place in accordance with the coding
{h0(·); g0(·)} in the form (6.5), (6.6). From (6.31), taking into account (3.24)∆(tm) �
D(tm) exp{−2I0

tm−0[·]} exp{−2∆Itm [·]}. As given {h(·); g(·)} = {h0(·); g0(·)},
ptm−0(x) = N{x;µ0(tm − 0),∆0(tm − 0)} (Liptser and Shiryayev, 1977; 1978),
then I0

tm−0[·] = (1/2) ln[D(tm)/∆0(tm −0)], and consequently∆(tm) � ∆0(tm −0)
exp{−2∆Itm [·]}. Multiplication of the last inequality byV (tm)[V (tm) + g̃(tm)]−1

yields, taking into account (6.12)

∆(tm) � ∆0(tm)V −1(tm) [V (tm) + g̃(tm)] exp {−2∆Itm [·]} . (6.33)

From (3.6), (3.7), (3.25), (3.27) using Jensen inequality and taking into account that
exp{−y} � (1 + y)−1, ln{y} � y − 1, it follows that

∆Itm [·] � (1/2) ln [1 + (g̃(tm)/V (tm))] . (6.34)

Use of (6.34) in (6.33) given∆(tm) = ∆0(tm) results in the required contradiction
∆0(tm) � ∆0(tm). The validity of the proved result for the arbitrary time intervalτ �
tm � t < tm+1 follows by induction, taking into account Remark 5.

Theorem 7. Suppose I0
t [xt; (z0)t0, (η0)m0 ] is the information amount, attained on the

coding functionals (6.5), (6.6). The property takes place

I0
t

[
xt; (z0)t0, (η

0)m0
]
= sup It[xt; zt

0, η
m
0 ], (6.35)

where the supremum is taken for all {h(·); g(·)} ∈ K = {H;G} and

I0
t

[
xt; (z0)t0, (η

0)m0
]
= (1/2)

∑
ti�t

ln [1 + (g̃(ti)/V (ti))]

+(1/2)
[ t∫

0

(
R−1(σ)h̃(σ)−Q(σ)

[(
∆0(σ)

)−1 −D−1(σ)
])

dσ

]
. (6.36)

Proof. From (6.27), taking into account (3.24), (3.25), forτ � ti � tm � t it follows

It
[
xt; zt

0, η
m
0

]
= (1/2)

∑
τ�ti�t

M {ln [C(η(ti), z|xti)/C(η(ti), z)]}

+(1/2)
( t∫

τ

R−1(σ)M
{[

h(τ, z|xσ)− h(τ, z)
]2}

dσ
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−
t∫

τ

Q(σ)
[
M {J [xσ]}−D−1(σ)

]
dσ

)
. (6.37)

Use of (6.28), (6.34) in (6.37) yields thatIt[xt; zt
0, η

m
0 ] � I0

t [·], whereIt[·] is defined
by the right part of the formula (6.36). Use of (3.25), (4.34), (6.5), (6.6), (6.12), (6.16) in
(6.37) yields that the upper boundI0

t [·] for It[·] is attained on the coding functionalsh0(·)
andg0(·) in the form of (6.5), (6.6). Consequently (6.35) has been proved forτ � tm � t.
The validity of the result for the initial time interval[0, τ ] also follows taking into account
Remark 5.

REMARK 7. It is obvious that forI0
t [·] is equivalent to (6.37) the differential-recurrence

presentation:I0
t [·] on the intervalstm � t < tm+1 is defined by the equation

dI0
t

[
xt; (z0)t0, (η

0)m0
]
/dt = (1/2)

(
R−1(t)h̃(t)

−Q(t)
[
(∆0(t))−1−D−1(t)

] )
(6.38)

with the initial conditionI0
tm
[·] = I0

tm−0[xtm ; (z0)tm
0 , (η0)m−1

0 ] + ∆I0
tm
[·], where

∆I0
tm
[xtm ; (z

0)tm
0 , η0(tm)] = (1/2) ln [1 + (g̃(tm)/V (tm))] . (6.39)

Since capacityC[0, T ] of the transmission channel is defined in the form of
C[0, T ] = sup{(1/T )IT [·]} (Gallager, 1968; Liptser and Shiryayev, 1977; 1978) then
according to Theorem 7 for the class of signals (6.1) by continuous-dicrete way of trans-
mission (6.2), (6.3) the coding functionals (6.5), (6.6) provide the transmission of a ma-
ximum possible information amount.

7. Conclusion

1. As it follows from the considered particular problem of paragraph 5 presence of
memory may both increase and decrease information efficiency of observations.

2. Obtained theoretical result can be applied for information efficiency analysis of
the continuous-discrete time observation system of stochastic objects, and also for
solution of information theory standard problems in the considered class of the pro-
cessesxt, zt, η(tm) as an optimal of stochastic signals transmission on condituous-
discrete memory channels and for research of the capacity of these channels.
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Informacijos kiekio radimas bendrai stochastini ↪u proces ↪u filtracijos
ir apibendrintos interpoliacijos problemai atžvilgiu tolydžios ir
diskrečios atminties steḃejim ↪u

Nikolas DYOMIN, Irina SAFRONOVA, Svetlana ROZHKOVA

Darbe nagriṅejami bendros stochastini↪u proces↪u filtracijos ir apibendrintos interpoliacijos in-
formaciniai aspektai, kai yra stebimos j↪u kompomenṫes tolydžiame arba diskrečiame laike. Rastos
Šenono informacijos kiekio evoliucijos pereinamybės. Bendri rezultatai yra taikomi informacijos
kanal↪u efektyvumui ir stochastini↪u signal↪u perdavimo optimalumui tirti.


