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Abstract. Detecting communities in real world networks is an important problem for data analysis in science and engineering. By clustering nodes intelligently, a recursive algorithm is designed to detect community. Since the relabeling of nodes does not alter the topology of the network, the problem of community detection corresponds to the finding of a good labeling of nodes so that the adjacency matrix form blocks. By putting a fictitious interaction between nodes, the relabeling problem becomes one of energy minimization, where the total energy of the network is defined by putting interaction between the labels of nodes so that clustering nodes that are in the same community will decrease the total energy. A greedy method is used for the computation of minimum energy. The method shows efficient detection of community in artificial as well as real world network. The result is illustrated in a tree showing hierarchical structure of communities on the basis of sub-matrix density. Applications of the method to weighted and directed networks are discussed.
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1. Introduction

Nowadays community detection is becoming an increasingly important problem in the research of many areas in science and engineering. Biologists find the communities of proteins or cells to reveal the complex but organized system. Social scientists study the communities of social networks to investigate human behaviors. Analyzing communities of the stock market can show the relationships between different stocks. Studying communities in online social networks, such as facebook, can give us more information about our online behaviors. Analysis of ferromagnetic interactions between particles also reveals properties of ferromagnetic materials (Garlauskas, 2009). However, the definition of a community is still diverse (Newman and Girvan, 2004; Reichardt and Bornholdt, 2006; Newman, 2004; Newman, 2006; Li et al., 2008; Hastings, 2006), making the problem of community detection more difficult. Nevertheless, a common feature of various mathematical definitions of community is that a community is a group of nodes that has strong relations, manifested through the higher density of links within the group than the density of links between nodes from different groups. This is the feature that we use in
this paper to define community. Thus, the problem of community detection becomes one of finding groups of connected nodes so that the density of links within group is highest, resulting in an image analysis problem for an adjacency matrix with highest density contrast. Many techniques have been explored to solve the problem of community detection (Newman and Girvan, 2004; Reichardt and Bornholdt, 2006; Newman, 2004, 2006; Li et al., 2008; Hastings, 2006; Šutiene et al., 2010). A common solution is to change the community detection problem into the optimization of some quantitative functions. Examples of these quantitative functions include the modularity introduced by Newman and Girvan in 2004 (Newman and Girvan, 2004) and the Hamiltonian in Potts model introduced by Reichardt and Bornholdt in 2006 (Reichardt and Bornholdt, 2006). Both techniques show effectiveness in community detection, but some research indicates that resolutions of community sizes are limited for these techniques (Kumpula et al., 2007a, 2007b; Fortunato and Barthelemy, 2007). Improvement of quantitative functions has been tried (Li et al., 2008). Special community detection methods are also explored to search for fuzzy communities (Reichardt and Bornholdt, 2004; Nepusz et al., 2008). Specific methods are also designed for special networks (Barber, 2007). In this paper we introduce a new community detection method by defining an energy function for the network. After minimizing the energy, nodes from the same community will be clustered. Then we use a technique of tree building to construct hierarchical structure of communities. The technique is based on the density ordering of subsets. We have tested our method for both the artificial networks and real networks and find it to be very efficient.

2. Node Clustering

A network of \(N\) nodes can be described by its adjacency matrix \(A\), which is an \(N \times N\) matrix whose elements are defined by \(A_{ij} = 1\) when there is a link between node \(i\) and \(j\) and is zero otherwise. In general, the raw data of the network will have a corresponding adjacency matrix with a distribution of 1 and 0 that is rather uneven, or seemingly random. A common feature for all definitions of community is that a community in the network can be considered as a group of nodes such that the links inside the community is dense. In order to properly define the density of links, we introduce the notion that there are two kinds of links, one between nodes inside the same community and the other kind of links are those that connect nodes inside the community with some nodes outside the community. Since the labeling of the nodes does not alter the topology of the network, we can label nodes belonging to the same community sequentially. In this way, the corresponding adjacency matrix, which depends on our labeling of nodes, will have a block form. Each block will consist of nodes in a common community. In another word, since nodes in the same community are more likely to have links, the corresponding adjacency matrix \(A_{ij}\) is more likely to be 1 if node \(i\) and node \(j\) are in the same community. For example, if nodes 1 to 10 belong to the same community, then in the first \(10 \times 10\) sub-matrix, we have more likely to find 1s inside this block than outside, corresponding to a sub-matrix with higher density than other parts of the adjacency matrix.
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The problem for community detection is then transformed into one of relabeling the nodes in such a way as to reveal the block structures of the adjacency matrix. The best relabeling will provide the highest density contrast, where the density of links is the density of 1s. The quality of the detection algorithm is then measured by the image quality of the adjacency matrix, with highest density contrast being the better description of the community structure of the given network.

Since there are $N!$ ways to label the nodes, exhaustive search will be prohibitive for large $N$. In this paper, we aim at finding an efficient algorithm to search among these $N!$ ways of relabeling the one that yields the highest density contrast in the adjacency matrix. With this in mind, we introduce the concept of network energy. The network energy is defined on the basis of the adjacency matrix:

$$E = \sum_{i,j} w(i, j) \cdot A_{ij}.$$ 

Here $i, j$ denotes the index order of nodes, which runs from 1 to $N$ for a network with size $N$. The weight $w(i, j)$ measures the contribution of the link $A_{ij}$ to the total network energy. Here the weight has the following properties:

1. $w(i, j) = f(|i - j|)$, which means $w(i, j)$ is only a one-variable function of $|i - j|$.
2. $f(d_1) > f(d_2)$, when $d_1 > d_2$.

Since when $i = j$, $A_{ij}$ is 0 (no self-linkage), we can assume $|i - j| > 0$. Here are two examples of the definition of weight function:

(1) gravitational energy:

$$w_1(i, j) = -\frac{1}{|i - j|},$$

$$E_1 = \sum_{i,j} A_{ij} \cdot \left( -\frac{1}{|i - j|} \right).$$

(2) distance:

$$w_2(i, j) = |i - j|,$$

$$E_2 = \sum_{i,j} A_{ij} \cdot |i - j|.$$

From the condition of the weight function we can infer that the smaller the distance is between the position of entry and the diagonal line of adjacency matrix, the smaller $|i - j|$ is, and the smaller $w(i, j)$ will be. We then like to minimize the total energy so that nodes in the same community can be clustered. As it is more likely to have links between nodes from the same community, more 1s will appear near the diagonal of the adjacency matrix after the minimization of total energy. This in turn will give a better node clustering.

Note that the weight function is thus far arbitrary as long as condition (1) and (2) are satisfied. The form of the energy function is just a mean to cluster the nodes, and there
is no physical significance on their interpretation. The objective is to cluster nodes by minimizing energy, though which particular choice of energy weight \( w(i, j) \) is reflected in the efficiency of the search algorithm for a good labeling of the nodes to reveal highest density contrast. In literature, the idea of node clustering is often used before constructing a hierarchical tree of communities (Sales-Pardo et al., 2007).

3. **Computation of Minimum Energy**

In our community detection method, we use a recursive procedure to compute the index order that minimize the energy of network. Here a greedy algorithm is applied in order to achieve high efficiency.

First we need to define the neighbor index order for this optimization problem. For a network of size \( N \), a particular index order, \( I \), is a \( 1 \times N \) array. We define the neighbor index order \( X \) as an index order that can be acquired by exchanging two elements of \( I \). So for a network of size \( N \), every index order \( I \) has \( N \cdot (N - 1)/2 \) neighbor index orders.

Our algorithm for the minimization of the network energy is a greedy method, which involves the continuous evolution of the index order \( I \) to a better neighbor index order \( X \). Suppose the initial index order is denoted by \( I_0 \). In the \( p \)th evolution, the five steps of our algorithm are,

1. Calculate the energy after the last evolution \( E(I_{p-1}) \) with the index order \( I_{p-1} \).
2. Search for the best neighbor index order of \( I_{p-1} \), which is denoted by \( X_{p-1} \).
3. Calculate the energy \( E(X_{p-1}) \) with the index order \( X_{p-1} \).
4. If \( E(X_{p-1}) < E(I_{p-1}) \), then \( I_p = X_{p-1} \). Go to the next evolution.
5. If \( E(X_{p-1}) > E(I_{p-1}) \), then \( I_{p-1} \) is better than its neighbors. Stop the evolution.

In this greedy method, the network energy \( E \) always decreases as much as possible. It has the advantage of fast convergence but with the drawback of the danger of being trapped in local energy minimum.

4. **Application Tests**

In this section, artificial networks with different size and community numbers are used to test our community detection method. In addition, a network of American college football games with 115 nodes as well as a dolphin social network of 62 nodes are also used for the testing of the method. All the tests demonstrate that our method is quite efficient.

4.1. **Artificial Network**

The artificial networks we use are ideal networks with known community structure, with nodes in the same community fully connected and nodes in different communities unconnected. We choose an index order randomly to hide the community structure and then apply the greedy method to search for the best index order. Here the network energy is
defined as total distance of nodes. For each artificial network, we perform our algorithm 10 times and the results are shown in Table 1. In these tests, we never run into local minimum, showing that our method is effective for networks with ideal community structure. We can also see that the average iteration required for the detection of the community structure increases with the network size as well as the number of communities.

### 4.2. Football Network

One real network we use to test our community detection method is the American college football network between Division I for the regular season in fall 2000 (Girvan and Newman, 2002). In this network, nodes represent football teams and edges represent existence of games between the two teams. Community structure exists in this network because the teams are divided into conferences, with about 8–12 teams each. Teams in the same conference play much more games than teams from different conferences. Again we randomly choose an index order and apply the greedy method. Figures 1 and 2 are the pictures of the adjacency matrix before and after the adjustment of index order.

Here a white dot denotes a 1 in the matrix and a black dot denotes a 0. In Fig. 2, several blocks with high density appear along the diagonal line. The greedy method works well in this example.

![Adjacency matrix of original football network.](image-url)
4.3. Dolphin Network

The second real world network for the validation of our community detection method is a social organization formed by bottlenose dolphins living off Doubtful Sound, New Zealand (Lusseau et al., 2003). In this network, nodes represent dolphin individuals and links represent that there is a frequent association between two dolphins. Previous work indicates that large communities as well as tiny communities (communities with only two or three dolphins) probably exist in this dolphin network, although there are also some random links between communities to make the whole network more insensitive to sudden disasters (Lusseau, 2003; Lusseau and Newman, 2004). Now we use our greedy method to see whether community structure exists in this network. Results are shown in Fig. 3. A few blocks do form at the diagonal line. However, there are also some 1s far away from the diagonal line in the network, meaning that there are links connecting different blocks in the right bottom corner. This observation is consistent with previous results, which also indicates that some blocks may interact with each other to form a larger block.

Summarizing the above results, we conclude that the greedy method is effective for both artificial and real world networks.

5. Hierarchical Structures of Communities

In this section, we will introduce a technique to build a hierarchical tree of communities based on sub-matrix density. It is an agglomerative method for hierarchical clustering.
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that works on the adjacency matrix after node clustering. We treat the whole network as a large community, which is composed of several smaller communities. Each community can also be composed of even smaller communities. Since nodes in the same community are more likely to have links, we assume that the density of parent community is smaller than its sub-communities. Suppose the community is of size \( M \). We define density as

\[
D = \frac{1}{M^2} \sum_{i,j} A_{ij}.
\]

The technique of tree building is based on the adjusted adjacency matrix. Note first that the existence of a community in the network corresponds to the existence of a block of dense 1s around the diagonal of the adjacency matrix after index order adjustments. Given a community of size \( M \), we can let a sub-matrix of size \( M \) slide along the diagonal line and calculate its density, as is shown in Fig. 4. We then obtain a density curve \( \rho(k,M) \) parameterized by the position \( k \) of the sliding block of size \( M \).

Here \( k \) is the index along the diagonal, \( 0 < k < N - M \), with \( N \) denoting the size of the network. It is reasonable that a density peak will appear at the position of the community, since the density of the community should be larger than its neighboring subsets, which is composed of nodes from more than one community. With this insight, we conclude that if there is a community of size \( M \), then there will be a peak in the density curve as we slide down the block. However, a density peak does not always indicate a community. The reason is that we do not know a priori the size of the community, so that a density peak for a particular chosen block size \( M \) need not correspond to the existence of a community of size \( M \). Nevertheless, we can try all possible block size \( M \). For a given size \( M \), we can draw a density curve and find the local maxima of the density curve. If there is a local maximum of the density curve at \( k \), we interpret that there is a possible community of size \( M \) with nodes inside the block of size \( M \) located at the diagonal position \( k \). This particular subset of nodes, is denoted as \( V(k,M) \). It contains \( M \) nodes. We call \( V(k,M) \) the candidate set of nodes forming a possible community of size \( M \). Let’s denote the set of candidate set \( V(k,M) \), corresponding to a local maximum for the density curve \( \rho(k,M) \) for block size \( M \), as \( S(M) \).

\[
S(M) = \bigcup_{h=1}^{H(M)} V(k(h),M).
\]

Here \( h \) is the label for the \( h \)th local maximum along the density curve, and \( k(h) \) is the corresponding position of this local maximum along the diagonal. \( H(M) \) is the total number of local maximum for the density curve \( \rho(k,M) \). The collection of sets of local maxima \( \{ S(M) : M = 2, \ldots, N - 1 \} \) consists of all possible sets of block of size \( M = 2, \ldots, N - 1 \) that are candidate communities.

Now we can build a tree of communities. We rank these local maxima to form an ordered list of candidate communities. We examine the candidate sets one by one in the ordered list and we first select the candidate set \( V(k,M) \) with the largest density. Then decision on selecting candidate set in the list is made based on the following criterion:

1. If none of the nodes in the selected group belongs to a certain community that already exists, then this group forms a new community.
2. If the selected group of nodes includes one or more communities that already exist and it does not overlap with other communities, then a hierarchical structure of communities is built. The selected group of nodes is identified as the parent community of sub-communities included.

3. If the selected group of nodes overlaps with one or more communities that already exist, it is not considered as a community.

The last criterion is based on our naive assumption that communities do not overlap. In our classification, if two possible subsets of nodes overlap, only the group with a larger density is considered as a community.

With this technique, we can build a hierarchical structure of communities with detailed community information, such as the number of communities, the size of each community and the tag of nodes that compose each community. Test results are shown below.

5.1. *Hierarchical Structures of Artificial Network*

The technique of tree building is effective for ideal networks generated by the computer. For example, a network of size 100 with 5 communities is shown in Fig. 5. The information about the groups of nodes is given in Table 2. Node 100 is an independent node and does not belong to any communities. The hierarchical community structure for this ideal network is shown in Fig. 6.

Here ‘\((x \ y), z\)’ denotes that the community is consisted of the \(x\)th to the \(y\)th nodes after the relabeling of index order and the density of links is \(z\). We can see that the community information is shown correctly.
Table 2

Groups of nodes in the ideal network

<table>
<thead>
<tr>
<th>Group number</th>
<th>Nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1–25</td>
</tr>
<tr>
<td>2</td>
<td>26–69</td>
</tr>
<tr>
<td>3</td>
<td>70–88</td>
</tr>
<tr>
<td>4</td>
<td>89–92</td>
</tr>
<tr>
<td>5</td>
<td>93–99</td>
</tr>
</tbody>
</table>

Fig. 6. The tree of ideal network communities.

5.2. Hierarchical Structures of Football Network

In this section, we use the American college football network to test the technique of tree building. Results are shown in Fig. 7. The whole network can be divided into 17 communities. Detailed information of these communities is available. As we know the truth of community structure of this football network, we can compare it with the results of tree building, as shown in Table 3. From the results we can see that, more than 95% of nodes are grouped correctly. For some conferences, teams are divided into more than one group, which means sub-community structure is detected in these conferences.

5.3. Hierarchical Structures of Dolphin Network

To validate our tree building technique, the dolphin network is also used. Results (Fig. 8) shows that two large communities exist in the dolphin network (nodes 1 to 21 and nodes 23 to 59) while the larger community of the two can be further divided into 3 sub-communities (nodes 23 to 33, nodes 34 to 47 and nodes 48 to 59). In addition, tiny communities composed of two or three dolphins are also detected in our method (see Table 4 for details). Comparing our results with previous results (Lusseau and Newman,
Fig. 7. The tree of football network communities.

Table 3
Results of tree building for football network

<table>
<thead>
<tr>
<th>Label of community detected</th>
<th>True community labels in that community</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6, 6, 6, 6, 6, 6</td>
</tr>
<tr>
<td>2</td>
<td>6, 6, 6, 6, 6, 6</td>
</tr>
<tr>
<td>3</td>
<td>11, 5, 10, 10, 10, 10</td>
</tr>
<tr>
<td>4</td>
<td>1, 1, 1, 1, 1, 1, 1, 1, 1</td>
</tr>
<tr>
<td>5</td>
<td>7, 7, 7, 7, 7, 7, 7, 7</td>
</tr>
<tr>
<td>6</td>
<td>9, 9, 9, 9</td>
</tr>
<tr>
<td>7</td>
<td>9, 9, 9, 9, 9</td>
</tr>
<tr>
<td>8</td>
<td>0, 0, 0, 0, 0, 0, 0, 0, 0</td>
</tr>
<tr>
<td>9</td>
<td>4, 4, 4, 4, 4</td>
</tr>
<tr>
<td>10</td>
<td>10, 10, 10, 10</td>
</tr>
<tr>
<td>11</td>
<td>3, 3, 3, 3, 3, 3</td>
</tr>
<tr>
<td>12</td>
<td>3, 3, 3, 3, 3, 3</td>
</tr>
<tr>
<td>13</td>
<td>11, 11, 11, 11, 11, 11, 11, 11, 11</td>
</tr>
<tr>
<td>14</td>
<td>8, 8, 8, 8, 8</td>
</tr>
<tr>
<td>15</td>
<td>8, 8, 8, 8, 8</td>
</tr>
<tr>
<td>16</td>
<td>2, 2, 2, 2, 2</td>
</tr>
<tr>
<td>17</td>
<td>2, 2, 2, 2</td>
</tr>
</tbody>
</table>
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Fig. 8. The tree of dolphin network communities.

Table 4

<table>
<thead>
<tr>
<th>Nodes</th>
<th>Name of nodes</th>
<th>Previous results</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-3</td>
<td>Zig, TR82, Rippleflake</td>
<td>In community 1</td>
</tr>
<tr>
<td>6-9</td>
<td>Feather, DN21, Gallatin, Web</td>
<td>In community 1</td>
</tr>
<tr>
<td>12-13</td>
<td>Jet, MN23</td>
<td>In community 1</td>
</tr>
<tr>
<td>16-19</td>
<td>Mus, Number1, Notch, Beescratch</td>
<td>In community 1</td>
</tr>
<tr>
<td>23-24</td>
<td>TR88, TR120</td>
<td>In community 2.3</td>
</tr>
<tr>
<td>25-27</td>
<td>PL, Oscar, TR77</td>
<td>In community 2.2</td>
</tr>
<tr>
<td>32-33</td>
<td>Zipfel, TSN83</td>
<td>In community 2.3</td>
</tr>
<tr>
<td>34-35</td>
<td>Thumper, Shmuddled</td>
<td>In community 2.3</td>
</tr>
<tr>
<td>38-40</td>
<td>SN63, Stripes, Scabs</td>
<td>In community 2.3</td>
</tr>
<tr>
<td>43-46</td>
<td>Grin, SN4, SN9, SN100</td>
<td>In community 2.3</td>
</tr>
<tr>
<td>48-50</td>
<td>Double, CCL, Zap</td>
<td>In community 2.3</td>
</tr>
<tr>
<td>54-57</td>
<td>Jonah, Patchback, MN105, Trigger</td>
<td>In community 2.1</td>
</tr>
</tbody>
</table>

(Lusseau and Newman, 2004), we find that only minor differences are present (e.g., tiny communities are grouped a little bit differently to form sub-communities in the two largest communities).

Note that in Table 4, community 2.1, 2.2, 2.3 denote the 1st, 2nd and 3rd sub-community in the community 2, corresponding to the dark grey, light grey and white sub-community in Lusseau and Newman (2004).
6. Discussion

Here we like to discuss the generalization of our method to weighted and directed network.

For weighted network, the elements of adjacency matrix can be any real values. Our energy minimization method can still be used. The elements in our energy function $E = \sum_{i,j} f(|i - j|) \cdot A_{ij}$ with large $A_{ij}$ will be pushed to the diagonal line after index order adjustment, which means nodes that have strong links will be clustered together. On the other hand, the density of subset is still defined as average of elements in the sub-matrix. So subsets that contain strong links will have a larger density, which may be identified as a community with higher probability. We can still apply our tree building method to detect hierarchical structure of communities. We expect that our community detection method will still be effective for weighted networks.

As for directed network, we cannot apply our techniques directly to detect communities. Our definitions for the energy function as well as density of block of size $M$ are defined in reference to a symmetric adjacency matrix, corresponding to undirected network. For a directed network, we have an asymmetric adjacency matrix. However, we can construct its symmetric part by defining

$$A'_{ij} = \frac{1}{2}(A_{ij} + A_{ji}).$$

If we assume that the results of community detection on the symmetric part of the directed network is the same as that of the original network, $A_{ij}$, then we can apply our technique.

The validity of this assumption is yet to be tested on real data.

7. Conclusion

In this paper we introduce a method of community detection, which includes the process of node clustering and tree building. By the introduction of interaction energy between labels of nodes, we can find the minimum energy of the network, corresponding to a relabeling of the nodes so as to reveal the clustering structure in the adjacency matrix. This method has been tested on idealized network structure with pre-assigned community structures, as well as on real network data. Our results show that the method is quite efficient, as we use the greedy method to minimize energy for index ordering of nodes. Furthermore, with a sliding block algorithm on the density curve, we collect all possible candidate sets for communities. Based on these candidate sets, we can build a tree to reveal hierarchical structure of communities. It is based on the assumption that the density of a community is larger than neighboring subsets composed of nodes from more than one community. This tree building technique is tested on both artificial networks with pre-assigned communities as well as real networks. The results are very good.

Our method is simple and efficient, though the search for local maxima along the density curve using greedy method may sometimes run into errors, the method overall
is quite fast. The problem of tree building is simple and good, though error may occur in situation of overlapping communities. One advantage of tree structure is that it shows more information about communities. We can see which communities have closer connection with each other, indicating that they may form a larger community with a smaller density. Future research will apply our techniques for weighted and directed network, as well as addressing the more theoretical issue of overlapping communities. We hope that this technique also find application in knowledge discovery in data mining on the web.
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