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Abstract. In the previolls pa.per (Pupeikis, 1990) the prob­
lem of model order determination in the presence of outliers in 
observations has been considered. The aim of t.he given paper is 
the development of the recursive algorithms of comput.ation of l\1-

estimates ensuring their stability conditions. In this conneciion 
the approa.ch, based on adaptive Huber's monot.one psi-function. 
is worked out. It. is also used for the detection of the outliers in 
time series and for the correction both outliers and M-estimates 
during successive calculations. The results of numeri<;a.l simula.tion 
by comput.er (Fig. 1 and Table 1) are given. 
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Statement of the problem. By identification and pa­
rameter estimation of real objects it is oft.en assumed that 
the additive noise affecting the output of a dynamic syst.em 
is Gaussian. However in many cases this assumption is not 
valid because of the outliers in observations, used for pa.rame­
ter estimation. That's why the recursive least squares (RLS) 
algorithm applied to the current calculation of the unknown 
parameters appeared to be non-effective. In this case the ro­
bust analogues of the RLS, based on the recursive calculations 
of M-estimates, may be used. 
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Consider a single input. j:k and a single output Yk linear 
discrete-time system described by the difference equation 

Suppose that Yk is observed with an additive noise ~k, i.e., 

then 

or 

Uk = - al Uk-l - ... - anttk-n + b1.r k-l + 
... + bnXk-n + ~k + al~k-l + ... + afl~k-n 

B(Z-l) , * 
Uk = Ik + t' l+A.(z-l) " ~k 

(2) 

(3 ) 

(4 ) 

by introducing the backward shift operator _-1 defined by 
=-l.l' k = I k":'t. where , 

(5) 

is the sequence of indepep-dent identically distributed variables 
with c-contamillated distribution of the shape 

p(~k)=(l-e)N(O,oD+eN(O,O'i), (6) 

p(ek) is a probability density distribution of the sequence ~k; 
'i'k is a random variable, taking the values of 0 and 1 with 
the probabilities P(-rk = 1) = e, p(-rk = 0) = 1 - ci Vk,7Jk 
are the sequences of independent Gaussian variables with the 
zero means and 0';, O'i respectively; 71 is the order of difference 
equation (1); 

(7) 
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,is the sequence of the correlated additive lloise: 

(8) 

are polynomials and 

a.re object para.meters, subject t.o estimating. 
It is assumed t.hat the roots of .1(=-1) are outside thf' 

unit circle of the z-l-plane. The true orders of the polyno­
mials A(=-I) and B(z-I) are known. The input signal .f].. is 
persist.ently excit.ing of an arbitrary order. 

Recursive parameter estimation in the absence 
of outliers in observations. Suppose t.hat ill equation (6) 
€ = Q, therefore p(~d = N(O. O'f). In this case. as it is shown 
in (S.Ljung and L.Ljung, 1985) to estimate the yector of the 
unknown parameters OT = (a T , 17) t.he basic R LS algori thm 
of the shape 

is used, where 

7' 
Rk+l = ARk + 'PHI 'PHI' 

ek+l = Uk+l - 'Pr+I Eh 

(9) 

(10) 

(11 ) 

is the vector of the unknown parameter· estimates after 1..~ + 1 
samples; 
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is the vector of n most recent observations of input ;"Ck and 
output Uk; 

k 
Ll R-1 ~ ,/.:-1 
uk = k L...t 'PtUt A , 

t=1 

k 

R "("'"' '" "T \ /.:-t. 
k = L- 'Pt'Pt A , 

t=1 

0.95 ~ ). ~ 1 is a time-varying weighing factor. 
The basic RLS can be rewritten as 

• PI; 'PH1 
A k+1 = T ' ). + 'PHI Pk'PHl 

PHI = (Pk _ Pk'Pk;l 'Pf+l PI.- ).-1 
). + 'PHI Pk 'P 1.-+ 1 

Po = aI, a» 1 

and applying the matrix inversion lemma to (10). 

(14) 

(15) 

(16) 

( 17) 

(18) 

(19) 

(20) 

This algorithm minimizes the ,-!uadratic loss function 

s 

V(8) = L ).s-tEi + 1'0 (21) 
/==1 

if ). is constant and 

s s 

V(B) = L (IT Aj) ei'+ ~/o (22) 
t=1 )=1 

. .' 
in the c)posite case (Rao Sripada and Grant Fisher, 1981). 
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In equations (21 ),(22) 

Vo = (8 -- 80 )T PO-I (8 - 80 ) (23) 

and depends on the initial ('onditions of RLS. 
It is known (Astrom and Eykhoff, 1971) that under the 

above mentioned and <;()me ot.her conditions RLS is going to 
have the maximal con~ "rgence ratf'. 

Recursive parallleter estimation in the presence 
of ontliers ill observations. It was assumed earlier that in 
equation (6) ~ = O. Now let H" consider such a case, when this 
assumption is invalid. Then RLS used for the current estima­
tion of unknown parameters of a mathematical model of t.he 
dynamic object (1)-(8) becomes of a little use. As a result the 
computer time has been uselessly wasted to obtain unsatisfac­
tory results. In this ca.')e instea.d RLS the a.lgorithms of compu­
tation.of AI-estimates, which are worked out by (Novovicova, 
1987) may be· used. 

These algorithms are: 

S-algorithm, 

(26) 

(27) 
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H -algorithm, 

(28) 

(29) 

( k) 
for r k +1 =I 0 

for rZ~l = 0, 
(30) 

(31) 

and I'V-algorithm, generating current AI-estimates by means 
of minimizing sums 

~ (e i ) - . 
~ p -;; = mm (32) 
r=l 

or by solvilllg Cie system of nonlinear equations 

(33) 

if the derivatives with respect to () are taken. Here p(. ) is a 
symmetric robustifying loss function, ~, = p' (. ), (j denotes an' 
estimate of the innovations scale and may be obtained simul­
taneously (Novovicova, 1987). 

As initial values for the above me;ntioned algorithms the 
least square estimates obtained for sma.ll data set. can be used. 

Adaptive Huber's psi-function. There hay.e been 
worked out 'It'arious psi-functions for AI-estimators (Stockin­
ger and Dutter,1987). The most popular of them is a Huber/s 
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psi-function which can be written as 

{ t if 
t/'H(t) = . t 'f 

. CH SIgn I 
(34) 

h . . 0 .. (k) / ....... 
were CH > IS gIven, t = rk+ I (1. 

Unfortunately, the problem of the choice of CH while es­
timating the parameters has not been solved by now. That's 
why therefore appear two situations - the observations will be 
damaged if we choose CH too small or the outliers will be let. 
pass without a special processing in the opposite case. Besides, 
current estimates Of+l = (al .... , an h'+l ImlY be obtained 
outside the permissible stability area. n of the pal'ameters of 
Cl respective difference equa.t.ion. In this connection there ap­
pears the problem to choose such all a.dapt.ive CH \vhich will en­
sure the current estimates of the pa.rameters aT = (al .... , CL n ) 

inside-of the mentioned area. Therefore it will be shown .lower 
how to choos~ CH for the simple second order system. 

Suppose, that the problem of recursive computation of 
.. \I-estimates of the dynamic system described by the equation 

with 

is solved. 
Then four inequalities take place: 

al k +1 + a2k+1 = alII +a2* + Wk+l Ch+l ~,(t) > -1, 

. al k+1 - a2k+l = al,. - a2;., + Vk+l (7"+1 '1Nt) < I, 

a2k+l = a2k + !3k+1 (7k+l tI,(t) < 1, 

a2k+l = a2k + !3k+l (7k+l 'IjJ(t) > -1, (37) 
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which can be rewritten as 

where 

-"""1:+1 (Tk+l ti,(t) < 1 + (11" + oz.' 
vk+l CHI 'I/>(t) < 1 - (lh + OZIr' 

-1 - (1Zlr < /31.:+1 (]k+ll,i"(t) < 1 - (1z.-, 

1'1:+1 -

W1:+1 = /1:+1 + ;31.-+1, 

Vk+l = /10:+1 - ,31.+1, 

PI: (1. 1 )'P k+ 1 (1) + PI.: ( 1, 2) 'P H 1 (2) 

1 + 'P[+l Pk 'PHI 

,:; _ Pd2, 1) 'Pk+l (1) + Pd2. 2) '-PHd2) 
"'1.-+1 - . T 

1 + 'Pk+l Pk 'PH1 

if H -algorithm is used, Pk(i, j) are the respective elements of 
the matrix PA:. 

Thus. 
(38) 

where 

tll: = 1 + Oh + a2k 

"" -WI:+l Ck+l 

h.= 1 - al k + a21-

"" Vk+1 O k+l { -l- a 21; if PHI >0 
t3~ = tllr+1Jk '-l 

l+az t if PHI < O. 
tlk+l;'l-+l 

It is known that for great order syst.ems the parameter 
stability inequalities are non-linear. In this case a decompo­
sition of the initial system into a successive combination of 
simple systems may be used. 
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Notice that for first and second order systems some sim­
ulation results obtained by using th~ adaptive psi-function is 
given in ( Pupeikis, 1989; Kazlauskas and Pupeikis, 1991). 

Outliers correction. It is obvious that the above de­
veloped .approach, based on the adaptive Huber's psi-function, 
may be also used for the detection and correction of outliers 
in observations. Suppose that in the 1.~-th time of recursive 
calculations there appears an out.lier Uk+l. Then according to 
(34) for second order system (35) psi-function becomes 

(39) 

if all four inequalities are satisfied or 

(40) 

if at least one ofthem is invalid, where CH is of the shape (38). 
In order.to decrease the outliers influence on the accu­

racy of the next calculations. a correction may be done in the 
follmving way: 

(41) 

The case, when there exists outlier, which could not. be de­
tected using inequalities (37), is very special cmd more sensi­
tive methods for the outliers detection and the following cor­
rection are required. 

Simulation results. The efficiency of H -algorithm in 
the presence of outliers was investigated by numerical sill1U­
lation by means of a computer. The noiseleSs sequence Yk 
was generated by the equation from the paper (Astrom and 
Eykhoff, 1971) . 

Z-l + O.5z-2 

Yk = 1 _ 1.5z-1 + 0.7z-2 ;t:k 
(k = 1,500). (42) 
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In the ca.pa.city of the input x k the realizatiollS of the sequences 
of independent Gaussian varia.bles (k with zero mean and uni­
tary dispersion and of first order AR model of the shape 

(43) 

were used. As the additive noise fZ the realization of the 
discrete AR process was generated according to the equation 

C* «1 15 -1 0 -. -2)-1C <"'k = -. z +. i Z <."k, .( 44) 

where ~k is a sequence of independent identically distributed 
variables of shape (5) with £ - contaminated distribution of 
shape (6) and O'r = 1, O'i = 100. 10 experiments with different 
realizations of the noise ~k at the noise level O'i. / r.r; = 0.5 were 
carried out. In each i-th experiment the initial Po, 80 for H­
algorithm with constant and adaptive CH were obtained using 
formulas: 

50 -1 

Po = { L ~ i ~ J} , 
i=4 

50 

80 = - Po L ~ i U i' 
j=4 

While simulating was assumed that in expression (6) £ = 0.5 
and in Huber's psi-function (34) CH = 0.5. The current 1\;!­
estimates of the vector (} by means of theH -algorithm witi} 
classical Huber's psi-function (34) and adaptive one (34), (38) 
were received. 

In Fig.l the averaged by 10 experiments square parame­
ter errors related to square true parameters according to 

10 < 

TV = ~ " ",rei) 1O?- ' ,=1 
(45) 
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• for an ob jeet (42), (44) are presented. Here 

~4 (9(i) 1J)2 
W (i) _ L..;j=l j" - j. 

- 4 2' '. 2:;=1 f); 

where 

are the estimates of the respective parameters of the equation 
(42) on i-th experiment and k-th time" 

are the tnle parameters of the mentioned equation. 
In Table 1 the averaged by 10 experiments variables (45) 

and their confidence intervals, obtained using classical fonnu­
las (Bendat and Piersol, 1971) and calculated for different 
inputs are given. In this connection the first line of each input 

Table 1. Averaged values (45) and their cOIlfidence inter­
vals depending on observations. 

50 200 350 

Input - Gaussian proces!' 

16.047±4.516 9.109±3.191 
15.688±4.391 8.713±2.056 

7.116±2.55 
5.586±1.72 

Input - AR process 

500 

6:1±2·:362 
4.49±1.503 

70.553±23.359 49.592±20.91 42.386±19.517 38.302±18.108 
70.781±26.327 37.824±13.965 24±12.754 . 20.718±9.48 
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corresponds to the values (45), \vhich were ('(l1.:-ulated b:r 
means of H-algorithm with constant CH. The second line cor­
responds to the same values which were obtained using H­
algorithm and ada.ptive CH. From the simulation results, pre­
sented in Fig.1 and Table 1, it follows, t.hat for the different 
inputs the accura.cy of the 1'1 -estimates \vill be clifff'rent too 
independently of choosing cHin (34). On the other hand 
accuracy of the .U -estimates for the sam(' input depcnds on 
choosing of CH. If we calculate it, using the ? pproa.c h pre­
sented here, we will reach a higher accuracy comparing 'with 
constant CH. 

W: 
I , 

60 ~ 
I 
I 

..l 
I . 

r--_1'2-=========~2d~ 
50 200 350 observations 

Fig. 1. Averaged valut...:3 (45) depending on observations. 
lnput: Gaussian process - curve L 2; AR 
process - 3, 4. CH: constant - curve 2, 4; adap­
tive - 1, 3. 

Conclusions. For the determination of CH in Huber's 
psi-function during recursive parameter estimation it is possi-
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. 
pIe to use t he above preSE'llted approach based on checking of 
the stability conditions of tlHc' difference equation paranleters. 
The results of numerical simulat.ion, carried out by computer 
prove the usefulness of the proposed approach. 
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