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Abstract. This paper presents the new approach to the anal­
ysis and synthesis of a parallel-processing architecture. The nov­
elty of the procedure lies in the generalized space-time system of 
co-ordinates and the space-time transformation of sets in the sys­
tem. The-parallel space-time computing structures (PASTIeS) are 
introduced, mati~ principles are presented and the functional struc-, -
t.ure of process~ng unit is analyzed. Computing in the PASTICS is 
considered as a minimization of a certain potential function which 
can be derived from the state-transition and output functions, cor­
responding to the problem to be solved. The problem of synchro­
nization of different p~ocessing units must be solved similarly as it 
is done in the data-fiow control computers. Two important cases 
of application of the PASTICS are mentioned. 
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1. Introduction. Impressive technological advances 
in microelectronics and computer engineering fields in recent 
years have a strong impact upon the high performance COln­

puting. So now we gave an opportunity and a possibilit·y to 
develop the computer architecture satisfying the problem to 
be solved in the most proper way. 
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The main approach, which is under the consideration in 
this article, deals with a computing as a process and as an 
environment where the process is performed. On the ot.her 
hand this computing process and the environment as well as 
an input and output data simulate the behavior of real objects, 
systems of phenomenon. 

High effectiveness of such comput.er simulation can be 
achieved if and only if the high adequacy bet.ween the reality 
and the computer architecture t.ogether wit.h the ('omputing 
processes in it is obtained. 

The whole.real world (and so all real problems are) exists 
in space and time co-ordinates (see, for example Reichenbach 
(19.56)). This is the reason why we emphasize t.he importance 
and necessity to analyze and to synthesize an architecture of 
the next-generation computers in generalized space-time co­
ordinates according t.o t.he cert.ain problem or a class of prob­
lems to be solved (Jasinevitchius, 1988), The computer archi­
tecture developed on this concept we call parallel space-time 
computer structure - PASTICS for short1 which is similar to 
the French word pastiche, and na.turally we are very proud of 
that. 

2. Main principles. The approach most often used in 
the construction of the PASTICS involves the top-dmvn elab­
oration of the functional description of a given problem and 
the iterative covering of each description by the correspond­
ing processing unit (PU). Each functional description must be 
presented in the canonical form with the name of result on the 
left side of the expression and the names of arguments sub­
jects to the certain operations on its right side. So the data 
'(names of result or arguments) correspond to the arcs and the 
operations to the nodes of a certain processing graph (PG). 
This PG is considered as a result of programming in func­
tional, graphical or block-diagram language (Torrero, 1985; 
Korn, 1978). 
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The properties of all PU covering the nodes of thp PG can 
be derived from the original mathematical representation of a 
problem system. Usually a system ~ is specified by five sets 
(X, Z, Y, T x P) and two functions (<p, w) as ~ = {X, Z, Y, T x 
P, <P, w}, where: 

X is the input set, 
Y is t.he output set, 
Z is the state set, 
T is the time set, a subset of eral numbers, 
P is the set of space c~ordinates, 
<P : T x P x T x P x X x Z -+ Z is the state-transition 

function, c 

'l' : Tx P x Z -+ Y is the output-function (Arbib (1974)). 
The novelty of the synthesis of the PASTIeS according to 

the PG and PU descriptions lies in the generalized space-time 
system of co-ordinates T x P and the space-time transfonna­
tions of the sets and operations in the functions mentioned 
above. The synthesis is based on six main principles: 

1) the fmiction dominates the structure of the PU and 
I 

of thejwhole PASTIeS; 
2) the dt~ality exists between hardware and software im­

plementation of each PU; 
3) the unifor:nity of signals circulating in the PG exists 

at the very early stages of the synthesis; 
4) the optimal level of parallelism exists for each 

PASTIeS; 
5) the optimal degree of universality of the PU exists (or 

the optimal degree of deversity of the PU); 
6) the special potential function (a certain sort of Lia­

punov's function) exists for each PASTIeS if the sta­
ble computing proceS$ elements ~f Z and Y sets in 
it . 

. 3. P-ocessing unit. The functional structure o( ~ach 
processing unit is determined by the pair of functions <P and lJI 
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.on the certain level of hierarchy and elaboration of the PAS­
TICS to be developed. In general two groups of operations can 
be found in the PU. The first group contains combinational 
operations (*) and the second one - sequent.ial operations ((J"). 

The meaning of a sequential operation is tightly con­
nected w~th the time and space " delay" . In the first case the 
delay is expressed by a number of time intervals (time sam­
pling steps). In the sccond case it m~ans a number of space 
sanlpling steps. So in hoth cases we deal with the duster sam­
pling. And we measure the width of the given space cluster 
and the depth of the time duster. 

If the pair of functions 1> Hnd '11 shows clearly expressed 
properties of local relations between the variables involved, 
this pair ca.n be represented by the pair of difference func­
tiJns </> and '1/.' respectively. It means that the corresponding 
processing graph (PG) has strongly emphasized connections 
between neighboring nodes. In the case when local relations 
are not dominant the connections in the PG are much more 
dispersed. 

As the PASTICS is a result of the PG mapping into the 
network of PUs the local, global or combined properties of the 
functions ~ ans '11 are reflected in the PASTIeS. . 

An example of the PU model is shown in Fig. 1. Here 
x,~ E X,y,fj E YUZ,i,]{,L,P,R E P,n,AJ,S ET and .:;-1_ 

means a. step time delay element. Fig. 2 shows us an simplified 
example of a space-time cluster and the interconnections be­
tween the two different processing units. The "springs" sym­
bolize the groups of time delay elements. 

4. COl'ilputing and applications. The stable tran­
sient process occurring in the PASTICS synthesized accord-

. ing to the given problem and minimizing the special poten­
tial function which can be derived from the state-transition 
and output functions (q> and '11) we call computing. This pa­
per develops itself in space-time co-ordinates introduced and 
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y/n-S. 
L 

Fig. 1. Model of the Processing Unit (a) and its gener­
alizations (b). 
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Fig .. 2. A simplified example of a cluster and the PU 

interconnections. 
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generalized in the second chapter of the article. So we can con­
sider the process of co~puting in the PASTIeS as a space-time 
signal wave propagation. The problem of sYllchronizc:.Hon in 
the PU of the PASTIeS mast be solved on the data-flow C011-

trol concept (see Torrero (1985)). It 111eans that the PASTIeS 
is a parallel-processing architecture in which each processing 
unit acts on instructions when the data needed become a\·ail­
able. 

The procedure elaborated were used for the synthesis of 
the PASTIeS when solving two important problems: 1) the 
synthesis of computing structures to ·'.)e used for the dynamic 
t\vo-dimentional pattern recognition; 2) the synthesis of the 
PASTIeS for the flight-flow control in the three-climcll: iOllal 
space. 

5. Concluding remarks. The paper presents features 
of a new approa.ch to the analysis and synthesis of dedicated 
computing architectures in generalized space-time eo-ordina­
tes. \Ve believ~ it is time for a new chapter to open in the 
field of the VIfSI circuit industry to satisfy th~ needs of the 
PASTIeS. 
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