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Abstract. This paper presents the Croatian context-dependent acoustic modelling used in speech
recognition and in speech synthesis. The proposed acoustic model is based on context-dependent
triphone hidden Markov models and Croatian phonetic rules. For speech recognition and speech
synthesis system modelling and testing the Croatian speech corpus VEPRAD was used. The ex-
periments have shown that Croatian speech corpus, Croatian phonetic rules and hidden Markov
models as the modelling formalism can be used to develop speech recognition and speech synthe-
sis systems in parallel for a highly flective and free order language like Croatian. We propose an
evaluation procedure for speech synthesis, which combines an objective and a subjective evalua-
tion approach and we present the achieved evaluation results. The proposed procedures for Croatian
acoustic modelling were developed as parts of speech interfaces in a spoken dialog system for a
limited weather forecast domain.
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1. Introduction and Related Work

The paper describes procedures for context-dependent acoustic modelling of Croatian
speech in the speech recognition and in the speech synthesis module of a limited domain
spoken dialog system for Croatian speech. The dialog system would provide informa-
tion about weather in different regions of Croatia for different time periods (Zibert et
al., 2003). The spoken dialog system includes modules for automatic speech recogni-
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tion (ASR), spoken language understanding and text-to-speech (TTS) synthesis. In this
paper ASR and TTS modules based on data-driven statistical and rule-based knowledge
approach are discussed. Data driven statistical approach is based on large quantities of
spoken data collected in the speech corpus. Rule based approach is based on Croatian
linguistic and phonetic knowledge. Both approaches must be combined in a spoken di-
alog system because there is not enough speech data to statistically model the human
speech and there is not enough knowledge about the processes in human mind during
speaking and understanding (Dusan and Rabiner, 2005).

Speech recognition today, as in the past decades, is mainly based on data driven statis-
tical approaches (Huang et al., 2000; Rabiner, 1989). Statistical pattern recognition and
segmentation algorithms and methods for stochastic modelling of large speech quanti-
ties are used. The data driven statistical approach uses hidden Markov models (HMM) as
the state of the art formalism for speech recognition. Many large vocabulary automatic
speech recognition systems (LVASR) use mel-cepstral speech analysis, hidden Markov
modelling of acoustic sub word units, n-gram language models (LM) and n-best search of
word hypothesis (Furui, 2005; O’Shaugnessy, 2003; Huang et al., 2000; Jelinek, 1999).
Speech recognition research in languages like English, German and Japanese (Furui et
al., 2006) has focus in recognition of spontaneous and broadcasted speech. For highly
flective Slavic and agglutinative (Kurimo et al., 2006) languages the research focus is
still more narrowed mainly due to the lack of speech resources like corpuses. Large or
limited vocabulary speech recognition for Slovene (Zibert et al., 2003), Czech (Lihan
et al., 2005; Psutka et al., 2003), Slovak (Lihan et al., 2005), Lithuanian (Skripkauskas
and Telksnys, 2006; Vaiciiinas and Raskinis, 2005) and Estonian (Alumée and Véhandu,
2004) with applications for dialog systems (Zibert et al., 2003), dictation (Psutka et al.,
2003) or automatic transcriptions (Skripkauskas and Telksnys, 2006) have been reported
lately.

In (Lihan et al., 2005) the Czech and Slovak telephone (SpeechDat-E corpus) mono-
lingual and cross lingual speech recognition systems are presented. The 9675 word-
internal triphone acoustic model of the Czech speech recognition system is trained out
of 42 Czech phonemes and allophones and 3 phonemes in foreign names. In the Slovak
acoustic model 9121 word-internal triphone models were trained for 43 phonemes and 8
allophones, including diphthongs. Authors considered 33 out of 51 modelled phonemes
identical. The Czech recognition system was trained from 36449 utterances containing
19313 different words. The Slovak recognition system was trained on 32855 utterances
containing 14907 different words. The speech feature vectors were 39-dimensional Mel-
Frequency Cepstral Coefficients (MFCC), including the first and the second order deltas.
The number of continuous Gaussian-mixture components was increased to 32. The num-
ber of triphone HMM states was tied up to 13.4% in the Slovak and up to 14.7% in the
Czech speech recognition system. For both languages the six recognition scenarios were
evaluated: from recognizing simple yes/no answers with 0.43% Slovak word error rate
(WER) and 0.93% Czech WER, to recognizing 2586 words with 10.46% Slovak WER
and 7.18 Czech WER.

In (Skripkauskas and Telksnys, 2006) automatic phonetic transcription of Lithuanian
text is presented. The phoneme-to-grapheme transformation is based on predefined set



Acoustic Modelling for Croatian Speech Recognition and Synthesis 229

of rules and a dictionary with 22000 entries. Proposed automatic transcription will be
used in the large vocabulary Lithuanian speech recognition system. The system automat-
ically transforms text into 225 phonemes (68 basic and 157 diphthongs) with 94-98%
correctness depending on the text genre.

In (Vai¢ianas and Ra$kinis, 2005) the language modelling of Lithuanian for LVASR
is presented. The trigram, class, cache and morphological LM are compared according to
the WER of ASR system. The ASR system was trained on 13 hours of one speaker speech
(4461 different words, 1096 utterances). The 39 dimensional acoustic feature vectors with
13 MFCC coefficients and their deltas and accelerations were computed every 10 ms over
a 25 ms window. The test was performed on the 1000 acoustically most probable word
sequences. The best WER of 43.56% was achieved with the class language model, and
46.76% WER was achieved with morphological LM.

Croatian is a highly flective Slavic language and words can have 7 different cases
for singular and 7 for plural, genders and numbers. The Croatian word order is mostly
free, especially in spontaneous speech. The unstressed word system is complex because
the possible transition of the accent from a stressed word to the unstressed one is condi-
tioned by the position of the word in a sentence, which is mostly free. Standard Croat-
ian pronunciation rules sometimes allow more different word accents. Mostly free word
order, a complex system of unstressed words and nondeterministic pronunciation rules
make the development of pronunciation dictionary and prosodic rules difficult. On the
other hand Croatian orthographic rules based on phonological-morphological principle
are quite simple which simplifies the definition of orthographic to phonetic rules and pro-
cess of phonetic transcription. The standard phoneme set includes 30 phonemes, where
the set of vowels is extended with the vibrant vowel /1/.

The use of anaphora is very frequent in Croatian and the referenced term can be found
in previous sentences but also in the previous paragraphs or sections which aggravates
the automatic extraction of meaning and understanding of the Croatian speech. In the
development of speech applications for Croatian large number of out of vocabulary words
(OOV) is expected, mainly due to the high flectivity. The number of native speakers is less
then 6 millions. Still some interest in the research and development of speech applications
for Croatian can be noticed.

The speech translation system DIPLOMAT between Serbian and Croatian on one side
and English on the other is reported in (Frederking, et al., 1997). The TONGUES project
continued with this research in direction towards large Croatian vocabulary recognition
system and unit selection speech synthesis (Black et al., 2002). The Serbian, Bosnian
and Croatian dictation system trained on broadcasted news is discussed in (Scheytt et
al., 1998). The speech was recorded from the local television and radio programs and
from local speakers, with no exact differentiation between Croatian, Bosnian and Serbian
speech. High OOV rates for Croatian are reported in (Geutner et al., 1998) as well as fast
speaking rates in the field recordings.

The HMM based trainable synthesis systems for Japanese (Tokuda et al., 2000), En-
glish (Acero, 1999; Donovan and Woodland, 1999; Tokuda et al., 2002b) and for a few
other languages (Barros et al., 2005; Vesnicer, 2003) were developed. For Croatian speech
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synthesis, so far only experiments using unit selection speech synthesis has been reported
(Black et al., 2002).

In (Tokuda et al., 2002b) an HMM-based speech synthesis system originally devel-
oped for Japanese was applied to English. The same research group developed the HTS
Toolkit (HTS, 2004) as an extension to the HTK Toolkit (Young et al., 2002). The system
was trained on speech from 524 sentences from the CMU Communicator database. The
speech signal is sampled at 16 KHz, windowed by a 25 ms Blackman window with a 5 ms
shift. The speech feature vectors consist of spectral part (25 mel-cepstral coefficients with
delta and delta-delta coefficients) and excitation part (log fundamental frequency with
delta and delta-delta coefficients). The monophone multispace probability distribution
HMMs (MSD-HMM) were trained for the English phoneme set. The clustering of the
context dependent MSD-HMM’s states considered 40 different contextual factors like:
phoneme predecessor, successor, position in the syllable, number of phonemes in sylla-
ble, number of syllables in word, stress of syllable, accent of syllable, etc. The separated
decision trees were constructed for spectrum, fundamental frequency and duration, be-
cause of the different contextual factors influence. The speech signal is generated using
the mel log spectral approximation (MLSA) filter from stream of mel-cepstral coefficients
and fundamental frequency generated from MSD-HMMs according to the sequence of
phonemes in the input text and their duration.

In (Vesnicer, 2003) the Slovene HMM-based speech synthesis system was trained
on 39 minutes of Slovene speech. The monophone MSD-HMMs were trained for 38
Slovene phonemes (differentiation between short and long vowels). The triphone context-
dependent models were constructed from monophones taking only the immediate pre-
ceding or succeeding phoneme as contextual information. The 57 Slovene phonetic rules
were used for state clustering. The decision trees were constructed for spectral and funda-
mental part: for each state and each phoneme separately. Other parameters of the HMM-
TTS systems were the same as in (Tokuda et al., 2002b). The synthesized speech was
evaluated subjectively by the preference test. The 14 evaluator compared different speech
signals generated from monophone or triphone HMM-TTS (with or without dynamic
part of the features) with an academic diphone concatenation synthesis system. The gen-
erated speech was evaluated objectively as well. The Euclid distance computed with the
dynamic time warping procedure was calculated for different kinds of generated speech
feature vectors and natural speech features vectors.

In (Barros et al., 2005) the HMM based speech synthesis system is applied to Por-
tuguese. The system was trained on 21 minutes of speech in 104 utterances. The mono-
phone MSD-HMMs were trained for the Portuguese phoneme set. The 46 different con-
textual factors were considered in context dependent modelling. For tree based context-
clustering 37 Portuguese phonetic categories were considered. Other MSD-HMM pa-
rameters are the same as in the (Tokuda et al., 2002b). The generated Portuguese speech
was evaluated by the comparative mean opinion score (MOS) test in which HMM-TTS
was positioned between the best commercial TTS system and an academic TD-PSOLA
system. The subjective test was performed with 27 listeners.

The common formal (HMM) and procedural foundations of developed speech system
enabled the transfer of linguistic knowledge, acoustic modelling knowledge and techno-
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logical knowledge from the speech recognition to the speech synthesis systems (Osten-
dorf and Bulyko, 2002). The use of speech recognition technology in speech synthesis,
especially for the limited domain of interest (for instance weather forecast domain) has
emerging interest in the research community (Ostendorf and Bulyko, 2002). With this
motivation we have based this work on fundamental assumptions that systems are based
on the same:

— acoustic units, used for speech recognition and speech synthesis acoustic model-
ling,

— acoustic modelling procedure, used for speech recognition and synthesis training,

— speech data, used for acoustic model training,

— automatic segmentation procedure and

— phonetic rules, used for state tying in context dependent acoustic modelling.

In this work we have shown that the use of the common approach for acoustic mod-
elling in speech recognition and synthesis systems is appropriate for rapid development
of limited domain speech applications for low-resourced languages like Croatian. Croa-
tian orthographic-to-phonetic rules are proposed for phonetic dictionary building. The
developed Croatian multi-speaker speech corpus VEPRAD was successfully used for the
development of speech applications. Proposed Croatian phonetic rules captured adequate
Croatian phonetic, linguistic and articulatory knowledge for state tying in acoustical mod-
els of the speech recognition and the speech synthesis system. The proposed combination
of subjective and objective evaluation of synthesized speech enables verification of sub-
jective evaluation scores and better insights of user opinions and needs.

The Croatian speech recognition and speech synthesis system is based on continuous
hidden Markov models of context independent (monophones) and context dependent (tri-
phones) acoustic models. The training of speech recognition system was performed using
the HTK toolkit (Young et al., 2002; HTK, 2002), while for speech synthesis training the
HTS tool (HTS, 2004), which is as an extension of the HTK, was used.

Since the main resource in a spoken dialog system design is the collection of
speech material, the Croatian domain related speech corpus is presented in Section 2.
Orthographic-to-phonetic rules used in the phonetic dictionary preparation are shown as
well. Further the acoustic modelling procedures of the speech recognition system includ-
ing phonetically driven state tying procedures are given in Section 3. Conducted speech
recognition experiments and speech recognition results are presented at the end of the
Section 3. Section 4 explains the Croatian HMM based speech synthesis, which is based
on the same context-dependent acoustic model as the one used in the speech recogni-
tion experiments. The evaluation procedure for speech synthesis and achieved results are
discussed. We conclude with discussion on advantages of the same acoustical modelling
approach for Croatian speech recognition and speech synthesis and description of current
activities and future research plans.



232 S. Martinc¢i¢-Ipsié, S. Ribarié, 1. Ipsi¢
2. The Croatian Speech Corpus

The Croatian speech corpus VEPRAD includes news, weather forecasts and reports spo-
ken within broadcasted shows of the national radio (MartinCié—Ipsi¢ and Ipsic, 2004). The
collected speech material is divided into several groups: weather forecasts read by pro-
fessional speakers within national radio news, weather reports spontaneously spoken by
professional meteorologists over the telephone, other meteorological information spoken
by different reporters and daily news read by professional speakers.

The VEPRAD corpus is a multi-speaker speech database and contains 13 hours of
transcribed speech spoken in the studio acoustical environment and 6 hours of telephone
speech. The spoken utterance has its word level transcription. The corpus statistics is
shown in Table 1.

The first part, VEPRAD radio corpus, consists of transcribed weather forecasts and
news recorded from the national radio programmes. This is a multi-speaker database,
which contains speech utterances of 11 male and 14 female professional speakers.
VEPRAD radio part consists of 9431 utterances and lasts 13 hours. The transcribed sen-
tences contain 183000 words, where 10227 words are different. Relatively small number
of 1462 different words in the weather forecast domain shows that this part of VEPRAD
speech database is strictly domain oriented. From the VEPRAD radio part one male and
two female speakers were selected for the broadcasted news recording and the voice of
the selected male speaker was used for speech synthesis training.

The second part, VEPRAD telephone corpus, contains weather reports given by 7 fe-
male and 5 male professional meteorologists over the telephone. The 170 transcribed
weather reports are lasting 6 hours and contain 1788 different words in 3276 utterances.
Most of the speech captured in the VEPRAD telephone part can be categorized as semi-
spontaneous. This data is very rich in background noises such as door slamming, car
noise, telephone ringing and background speaking and contains noise produced by chan-
nel distortions and reverberations. All this special events and speech disfluencies and
hesitations are annotated in transcriptions by < >.

The broadcasted radio news with weather forecasts and telephone weather reports
were recorded four times a day using a PC with an additional Haupage TV/Radio card.

Table 1

Croatian speech corpus statistics

Number Speakers Words Dur.
VEPRAD
Reports Utts. Male Fem. All Diff. [min]
Radio weather forecasts 1057 5456 11 14 77322 1462 482
Radio news 237 3975 1 2 105678 9923 294
Overall RADIO 1294 9431 11 14 183000 10227 775
Teleph. weather reports 170 3276 5 7 52430 1788 360

Overall VEPRAD 1464 12707 16 21 235430 10898 1135
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The speech signals are sampled with 16 kHz and stored in a 16-bit PCM encoded wave-
form format. At the same time texts of weather forecasts for each day were collected
from the web site of the Croatian Meteorological Institute. The texts were used for speech
transcription and for training of a bigram language model for the weather forecast speech
recognition system. For the telephone weather reports and daily news no adequate text
existed so the whole transcription process was manual. The transcribing process involved
listening to speech until a natural break was found. The utterances or parts of speech sig-
nals were cut out and a word level transcription file was generated. The speech file and
the transcription file have the same name with different extensions.

During the transcription some basic rules were followed: all numbers and dates were
textually written, all acronyms and foreign names were written as pronounced and not as
spelled and all other words were written according to the Croatian writing rules (Ani¢ and
Sili¢, 2001). The VEPRAD speech database is used for training of acoustic and language
models of the speech recognition as well as for the speech synthesis system.

2.1. Phonetic Dictionary

We have proposed a set of phonetic symbols to transcribe the words from the Croatian
speech database. The selected symbols are derived according to the Speech Assessment
Methods Phonetic Alphabet (SAMPA) (SAMPA, 1997). The standard phoneme set in-
cludes 30 phonemes, where the set of vowels is extended with the vibrant vowel /r/.

Croatian orthographic rules are based on the phonological-morphological principle
which enables automatisation of phonetic transcription. Standard definition of ortho-
graphic to phonetic rules, one grapheme to one phonetic symbol was extended with ad-
ditional rules for example:

— words with group ds were phonetically transcribed as [ ¢ ] and
— word with suffixes naest were phonetically transcribed as [n a j s ].

The phonetic dictionary comprises all words in transcription texts. All word formats
(different cases, genders and numbers of the same basic word format) are considered as
a new word in the dictionary. The current phonetic dictionary contains 10898 different
words. The fact that Croatian language is highly flected reflects to the size of the phonetic
dictionary. The dictionary can contain few entries for the same basic word format. For ex-
ample the word bura, which denotes the northern wind type, is represented by 4 different
word forms: bura, bure, burom, buru. Since all foreign names were written as pronounced
there was no need for writing the orthographic to phonetic rules for languages like En-
glish, German, Italian, Chinese, Arab, etc.

The accent position is embedded in the dictionary with differentiation between ac-
cented and non-accented vowels. All accented vowels were marked with a colon. For the
words that can be pronounced in more correct ways the position of the really accented
vowel was marked. The accented vowels were used in the acoustic modelling procedure
for the speech synthesis system.
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3. Speech Recognition

The goal of speech recognition system is to recognize the spoken words represented by a
stream of input feature vectors calculated from the acoustic signal. The major problems
in continuous speech recognition arise due to the nature of spoken language: there are
no clear boundaries between words, the phonetic beginning and ending are influenced
by neighbouring words, there is a great variability in different speakers speech: male
or female, fast or slow speaking rate, loud or whispered speech, read or spontaneous,
emotional or formal and the speech signal can be affected with noise. To avoid these dif-
ficulties the data driven statistical approach based on large quantities of spoken data is
used (Furui et al., 2006). Statistical pattern recognition and segmentation algorithms and
methods for stochastic modelling of time varying speech signals are used. The data driven
statistical approach uses hidden Markov models (HMM) as the state of the art formalism
for speech recognition. Hidden Markov models are stochastic finite-state automata con-
sisting of finite set of states and state’s transitions. The state sequence is hidden, but in
each state according to the output probability function an output observation can be pro-
duced.

The HMM ® is defined by a triplet ® = (A, B, II) where A is state transition proba-
bility matrix, B is speech signal feature output probability matrix and II is the initial state
probability matrix. The output probability density function is represented by a mixture of
Gaussian probability density function b;(z) = N(z, ;k, X;%) (Huang et al., 2000)

M M
bi(x)=>_ ¢k N (@, ik, Zjn) =D _ cirbje(x) for j=1.N and t=1.T, (1)
k=1 k=1

where
z is the speech signal feature vector,
b;(x) is a Gaussian probability density function associated with state s,
{45 18 mean vector of the kth mixture in state s;,
> 18 covariance matrix of the kth mixture in state s;,
M is the number of mixture components and
¢ is the weight for the kth mixture in state s; satisfying the condition:

M
> eir=1, and ¢z 20, 1<j<N, 1<k< M. )
k=1

For the estimation of continuous HMM parameters iterative Baum—Welch procedure
is used. The Baum Welch also known as the Forward—Backward algorithm iteratively
refines the HMM parameters by maximizing the likelihood of a speech signal feature
sequence X given a HMM @, P(X |®). The algorithm is based on the optimisation tech-
nique used in the EM algorithm for the estimation of Gaussian mixture densities parame-
ters (Duda et al., 2001; Huang et al., 2000). The Baum—Welch algorithm uses iteratively
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forward and backward probabilities which define the probability of the partial observa-
tion sequence X, at time ¢ in state ¢, given the HMM & (Duda et al., 2001; Huang et al.,
2000).

For the search of an optimal path in the HMM network of acoustic models the Viterbi
algorithm is used (Huang et al., 2000; Rabiner, 1989). Viterbi algorithm is a dynamic
programming algorithm that decodes the state sequence according to the observed output
sequence.

Fig. 1 presents main steps performed in the Croatian speech recognition system de-
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Fig. 1. Development of the Croatian speech recognition system.
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velopment, where acoustic and language models are trained. The speech signal is param-
eterized with MFCC feature vectors and their dynamic components, where the spectral
resolution of the human ear is modelled. Speech transcriptions and speech signal feature
vectors are used to train parameters of the monophone HMMs. The automatic segmen-
tation is performed using monophone HMMs. The results of automatic segmentation are
time intervals for each spoken phone. The automatically segmented phones are used for
training (estimating) the parameters of monophone HMM by repeating the Baum—Welch
re-estimation procedure. The training procedure is repeated for each increase of the Gaus-
sian mixture component. The triphones are constructed from monophones in a way that
each triphone has in the left and in the right context the preceding and the succeeding
phone. The triphone HMMs are constructed from monophone HMMs and the parameters
are estimated with the Baum—Welch procedure.

The triphone states with estimated parameters value are tied according to the proposed
Croatian phonetic rules. The state tying procedure insures enough acoustic material to
train all context dependent HMMs and enables acoustic modelling of unseen acoustic
units, that are not present in the training data. The parameters of tied triphone HMMs are
estimated by repeating the Baum—Welch re-estimation procedure and by increasing the
number of Gaussian mixtures. The prepared textual transcriptions of speech utterances
and phonetic dictionary are used to build a bigram language model. The triphone HMMs
and bigram language model are used for Croatian speech recognition.

3.1. Acoustic Modelling

Acoustic model should represent all possible variations in speech. Variations in speech
can be caused by speaker characteristics, coarticulation, surrounding acoustical condi-
tions, channel etc. Therefore selection of an appropriate acoustic unit, which can capture
all speech variations, is crucial for acoustic modelling. Enough acoustic material should
be available for modelling chosen acoustic unit HMMs. At the same time the chosen
acoustic unit should enable construction of more complex units, like words (Odell, 1995).
In continuous speech recognition systems the set of acoustic units is modelled by a set
of HMM:s. Since the number of units is limited (by the available speech data) usually the
subword acoustic units are modelled. The subword units are: monophones, biphones, tri-
phones, quinphones (Gauvain and Lamel, 2003; Lee ef al., 1990) or sub phonemic units
like senones (Hwang et al., 1993). Some speech recognition systems are modelling syl-
lables (Shafran and Ostendorf, 2003) or polyphones (Schukat-Talamazzini, 1995). All
these units are enabling construction of the more complex units and recognition of the
units not included in the training procedure (unseen units).

Context dependent acoustic model

The triphone context-dependent acoustic units were chosen due to the quantity of
available speech and possibility for modelling both, left and right, coarticulation context
of each phoneme. We trained context-dependent cross-word triphone models with contin-
uous density output functions (up to 20 mixture Gaussian density functions), described
with diagonal covariance matrices. The triphone HMMs consist of 5 states, where the
first and last states have no output functions.
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Table 2

The number of monophone and triphone models and seen triphones percentage per parts of the VEPRAD corpus

No. triphones

VEPRAD No. monophones % seen
possible all seen

radio weather 29+4 333 = 35937 31585 4042 12.80%

radio news 30+4 343 = 39304 36684 7931 21,62%

telephone 29+4 333 = 35937 31585 4618 14.62%

Table 2 shows the number of cross-word seen triphones in the training data used for
radio speech recognition training. Evidently there was not enough acoustical material for
modelling all possible triphone models. The severe under training of the model can be a
real problem in the speech recognition system performance. The lack of speech data is
overcome by a phonetically driven state tying procedure.

Speech feature vector

For speech recognition the speech signal feature vectors consist of 12 mel-cepstrum
coefficients, zero-coefficient and their derivatives and acceleration coefficients. The fea-
ture coefficients were computed every 10 ms for a speech signal frame length of 20 ms.

Context independent acoustic model

The training of speech recognition and synthesis acoustic models started with defining
the Croatian phoneme set according to SAMPA (SAMPA, 1997). For each of 30 Croatian
phonemes a context independent monophone hidden Markov model was defined. Ini-
tially the monophone models with continuous Gaussian output probability functions de-
scribed with diagonal covariance matrices were trained. Each monophone model consists
of 5 states, where the first and last states have no output functions. The initial training
of the Baum—Welch algorithm on HMM monophone models resulted in a monophone
recognition system, which was used for the automatic segmentation of the speech sig-
nals. The automatic segmentation of the speech signal to the phone level is performed
using the forced alignment (Young et al., 2002) of the spoken utterance and the corre-
sponding word level transcriptions. The results of automatic segmentation are exact time
intervals for each phone. Further, the monophone models were trained by 10 passes of
the Baum—Welch algorithm and the resulted monophone models were used for the initial-
ization of context dependent triphone hidden Markov models. The number of mixtures
of output Gaussian probability density functions per state was increased up to 20 in the
used monophone recognition system.

Croatian phonetic rules and decision trees

The state tying procedure proposed in (Young et al., 1994) allows classification of
unseen triphones in the test data into phonetic classes and tying of the parameters for
each phonetic class. In our system 83 phonetic rules (166 Croatian phonetic questions
about left and right context (Martinci¢-Ipsi¢ and Ipsié, 2006a)) are used to build pho-
netic decision trees for HMM state clustering of acoustic models. The phonetic rules
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are describing the classes of the phonemes according to their linguistic, articulatory and
acoustic characteristics. A phonetic decision tree is a binary tree, where in each node the
phoneme’s left or right phonetic context is investigated. The phonemes are classified into
phonetic classes depending on the phonetic rules which examine the phoneme’s left and
right context.

State tying

State tying enables clustering of the states that are acoustically similar, which allows
all the data associated with one state to be used for more robust estimation of the model
parameters (mean and variance). This enables more accurate estimation of Gaussian mix-
tures output probabilities and consequently better handling of the unseen triphones.

For the speech recognition task the state clustering procedure uses a separate decision
tree for initial, middle and final states of each triphone HMM which is built using a
top-down sequential sub-optimal procedure (Odell, 1995). Initially all relevant states are
placed in the root node. So, all states are initially tied together and log likelihood is
calculated for this node. The tying procedure iteratively applies phonetic rules to the states
of the triphone models and partitions the states into subsets according to the maximum
increase in log likelihood. When the threshold is exceeded the tied states are no further
partitioned.

For a set S of HMM states and a set F' of training vectors z the log likelihood L(S)
is calculated according to (Young et al., 1994) by

F
L(S) = D2 Y log (P(as u(S), 2(5)) ) (e, ©)

f=1s=1

where P(xy, 1(S), X(S)) is the probability of observed vector x in state s under the
assumption that all tied states in the set .S share a common mean vector ;(S) and variance
2(S). &s(x ) is the posterior probability of the observed feature vector z s in state s and
is computed in the last pass of the Baum—Welch re-estimation procedure (Young et al.,
2002).

The node with states from S is partitioned into two subset S, and S, using phonetic
question Q which maximizes the AL:

AL = L(S,) + L(S,) — L(S), @

where S, is set of states which are satisfying the investigated phonetic question () and
in the S, set are the rest of the states. Further the node is split according to the phonetic
question which gives the maximum increase in log likelihood. The procedure is then
repeated until it exceeds the threshold. The terminal nodes share the same distribution so
the parameters of the final nodes can be estimated accurately, since the tying procedure
provides enough training data for each final state.

In the speech synthesis system the same 166 Croatian phonetic questions (83 rules)
from the speech recognition system were used. The clustering trees for spectral param-
eters, fundamental frequency FO and duration were built separately as shown at Fig. 2
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Fig. 2. Decision trees for spectrum, pitch and duration in the Croatian speech synthesis system.

(Yoshimura et al., 1999). The clustering trees were built separately because different
context clustering factors are relevant for spectral part clustering, pitch clustering and
duration clustering but the same Croatian phonetic rules were used.

Table 3 contains the most frequently used Croatian phonetic questions in the phonetic
decision trees in the speech recognition and speech synthesis systems. Phonetic questions
in the table are abbreviated. For instance the R-Front is the abbreviated phonetic question:
Is the phoneme in the right context from the articulatory class front? Phonetic questions
are ranked according to the appearance frequency in the decision trees. For the speech
recognition part the frequency is calculated over 3 different sets of phonetic trees with
different number of tied states (clusters).

Table 3

The most frequently used Croatian phonetic questions in speech recognition and synthesis

Recognition Synthesis
VEPRAD radio VEPRAD telephone VEPRAD radio
Phonetic question No. Phonetic question No. Phonetic question No.
R_Front 811 R_Front 522 L_Front 65
L_Front 797 L_Front 498 L_Central 49
L_Vowel-Open 635 L_Central 348 R_Central 46
L_Central 594 R_Vowel-Open 336 R_Vowel-Unacccented 36
R_Vowel-Open 561 R_Central 312 L_Nasal 36
L_Consonant-Voiceless 432 L_Vowel-Open 312 R_Vowel-Accented 34
R_Vowel 384 L_Consonant-Voiceless 222 R_e:(Accented) 33
R_Consonant-Voiceless 357 R_Vowel 221 R.n 33
D_Central 355 D_Consonant-Voiceless 216 D_Front 31

L_Nasal 338 L_Consonant-Closed 201 L_Vowel-Accented 31
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As expected and reported for other languages (Gauvain and Lamel, 2003) the most
common Croatian phonetic rules (front, central, vowel) are the most frequently used for
phonetic clustering in the speech recognition system. Since the result are presented for left
and right coarticulation context and for the stable part of the phoneme summarized, the
phonetic rules are in left-question, right-question pairs. Phonetic questions investigating
the presence of the single phoneme in the coarticulated context are the less frequent one,
and used only in phonetic trees with higher number of tied states.

In the speech synthesis phonetic clustering task beside the most common Croatian
phonetic rules are phonetic rules investigating the position of the single phoneme in the
coarticulated context. For example checking for phoneme /n/ in the right context was
performed 33 times. In the speech synthesis phonetic clustering left-right context pairs
are not so obvious.

3.2. Language Modelling

Language model is an important part of the speech recognition system. In this work sta-
tistical language model was used (Jelinek, 1999). N-gram statistical language models are
modelling the probability P(W) for the sequence of words W = wy, ws, .., wy,

n

P(W) = HP(wi|w1,w2, G Wi—1), 3)

i=1

where P(w;|wy,ws,..,w;—1) is probability that word w; follows the word sequence
W1, W2, ey Wi—1,

Since the weather domain corpus contains a limited amount of sentences a bigram
language model is used to approximate P(W). The probability of the word w; after word
w;_1 in a bigram language model is calculated by

N(wiflawi)

N(wi—l) ©

P(wi|wi_1) =

where:

N (w;_1,w;) is the frequency of the word pair (w;_1, w;),

N (w;_1) is the frequency of the word w;_1.

Perplexity of the language model represents the branching factor of the number of
possible words branching from a previous word. Perplexity PP is defined as

pp =2H@) @)
where H (L) represents the entropy of the language and is approximated by
1
H(L):7510g2P(UJ1,UJ2,"',wn), 8

where P(wq wa, .., wy) is probability of the word sequence w1, W2, .., Wy, and n is the
number of words in a sequence.
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In all experiments bigram language model was used. Estimated perplexity of the
VEPRAD radio bigram language model is 11.17 for weather domain and 17.16 for the
news domain and perplexity of the VEPRAD telephone is 17.97.

3.3. Speech Recognition Experiments

In VEPRAD radio speech recognition system 4135 (71%) utterances form 8 male and
8 female speakers were used for training and 1710 (29%) utterances from 3 male and 6
female speakers were used for testing. In VEPRAD telephone speech recognition system
2036 utterances (62%) where used for acoustic modelling and parameter estimation of
context dependent phone models and 1241 utterances (38%) were used for recognition.
Speech from 3 female and 3 male meteorologists was used for training and speech from
2 male and 4 female meteorologists was used for testing.

Speech recognition results

Speech recognition results for context-dependent and speaker independent recogni-
tion of the “clean” radio and noisy telephone speech are presented respectively in the
Table 4. The number of different words is in the first raw. Word error rate (WER) results
are given for 20 Gaussian mixtures. WER is computed according to

W), )

WER = 100%( -

where W, Wp and W7 are substituted, deleted and inserted words, while N is the total
number of words. Wg, Wp and W are computed using the Levenshtein distance between
the transcribed and recognized sentences.

Table 4

Croatian speech recognition results: WER computed using triphone HMMs with different
number of Gaussian mixtures

VEPRAD
RADIO TELEPHO.
weath. forec. news weath. repor.
Duration [h] 8 13 6
No. words trained 1462 10230 1788
No. words recognized 1462 1462 1788
Perplexity 11.17 17.16 17.97
No. Gauss. mix % WER % WER % WER
1 17.27 14.69 27.16
5 12.76 10.63 21.82
10 11.28 9.56 20.83
15 11.02 9.20 20.49

20 10.61 8.93 20.06
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The increase of the acoustic material in Croatian radio speech recognition resulted
with 1.68% decrease of WER. Since the access to the weather information spoken dialog
system is planned by telephone, the WER for the telephone data is quite promising. The
word error rate for telephone data must be bellow 20% which will be achieved by incor-
porating more telephone speech in the acoustical model training procedure. And finally
both recognition systems performed better when the number of tied states was reduced
(using the same phonetic rules) and the number of Gaussian mixtures increased which
indicates that more speech should be incorporated in the training of both recognizers for
the use in the spoken dialog system.

4. Croatian HMM based Speech Synthesis

In HMM speech synthesis the modified Viterbi algorithm is used to find the most prob-
able path through HMMs states that can generate the speech signal feature vectors. The
speech signal can be then synthesised from so generated feature vectors using the source-
filter model. For phones duration period the feature vectors consisting of mel-cepstrum
parameters and excitation parameters are generated.

Fig. 3 presents the HMM speech synthesis system. The context dependent triphone
HMMs are trained on Croatian speech the same way as for the speech recognition, except
that the speech feature vector is extended with pitch information. The cepstral, pitch and
duration parameters of the trained HMM are used to generate the speech signal for the
input text. For the speech generation the source-filter model is used.

HMM SPEECH SYNTHESIS \

triphone HVIVs

nA A hhR nA A
O=0+0>0-0 0=0-0-0+0  0+0-0-0+0

.=|| HMM states duration model

text

text
analysis

v

triphone concatenated triphone HMMs (accerding to the input text) \
format J’ﬁ ' o} A
%

)C@ _Q}L% J SPEECH
GENERATION
LN L A
[Foiro. FoFoiFo, O3 FOu3FOu PO [ generated
MLSA speech
lere e cc O Gz O G |1 /

Fig. 3. HMM speech synthesis system.
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4.1. The Source-Filter Speech Model

The source-filter model of human speech production is the basis of many speech synthesis
approaches. Speech can be viewed as the output of a linear filter excited by a sound
source. Typically the sound source has a voiced sound component and an unvoiced sound
component. The filter simulates the frequency response of the vocal tract and shapes the
spectrum of the signal generated by the source. In a source filter model an impulse train
for voiced sounds or white noise for unvoiced sounds is used as input to a time varying
filter. For voiced fricatives mixed model is used by combining impulse train and white
noise at the same time.
The z-transform of the speech signal S(z) can be modeled using

S(z) = U(2)H(2), (10)

where U(z) is the excitation model and H(z) the transfer function of the filter model
representing the vocal tract response. The vocal tract response H (z) can be constructed
from cepstral coefficients ¢(m)

H(z) =exp Y e(m)i™™, (11)

where M is the number of mel cepstral coefficients, Z is frequency transformation func-
tion

f=0—— ol <1, (12)
27—«
and « is frequency compression parameter, which is used to compress mel-scale in order
to approximate the human sensitivity to the frequencies of the speech signal.

The transfer function H(z) can be realized by the exponential function in the MLSA
filter (Imai, 1983). The speech signal can be reconstructed from MFCC parameters
approximating the transfer function of the source-filter model using the MLSA filter
(Fukada et al., 1992).

H(z) = exp (éb(m)@mw), (13)

where

1, m=1
— A2y, =1

Om(2) —(11_0;2)51 =D m>1
b(m) coefficients are linear transformation of cepstral coefficients c(m)

(M), m=M
b(m)_{c(m)—ozb(m—Fl)7 0<m<M-1. (14)
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4.2. The HMM Speech Synthesis

The context independent and context dependent (triphone) HMMs were embedded-
trained on the features vectors consisting of spectrum, pitch and their dynamic features
simultaneously in a unified framework of multi-space probability distribution HMMs
(Tokuda et al., 2000). Since the observation sequence of fundamental frequency is com-
posed of one dimensional continuous function for voiced voices and a constant for the
unvoiced speech segments, multispace probability distributions were used (Tokuda et al.,
2002a). Although the HMMs were trained simultaneously the context-dependent clus-
tering of Gaussian distributions was performed independently for spectrum, pitch and
duration because of the different clustering factor influence (Yoshimura et al., 1999). In
state tying the phonetic knowledge captured in the same 83 Croatian phonetic rules as in
the speech recognition system was used. State duration densities for the speech feature
vectors generation are estimated by probabilities obtained in the last iteration of em-
bedded re-estimation. State duration densities were modelled by multivariate Gaussian
distributions.

Speech feature vector

The speech signals where windowed using a 25 ms Blackman window and 5 ms frame
shift. The feature vector consists of spectral and excitation (pitch) parameters as shown
in Fig. 4. The spectral feature vector consists of 25 mel-cepstral coefficients including
the zeroth coefficient and its delta and acceleration coefficients. The pitch feature vector
consists of logF0 and its dynamic parameters (delta and acceleration).

Speech signal generation

In the synthesis part, from the set of concatenated context-dependent HMMs accord-
ing to the symbols in the entry text, the speech parameters are generated. The generated
excitation parameters and mel-cepstrum parameters are used to generate the speech signal
using the source-filter model. Since the last step in the training procedure was HMM pa-
rameters generation for unseen triphones, according to their classification in the phonetic
decision trees, the unseen triphones can be synthesized as well.

Let us have the HMM & that contains concatenated elementary triphone or mono-
phone HMM s that correspond to the symbols in the word w, which has to be synthesized.

L
Spectrum
part &g Stream 1
A,

Xy x)

Excitatation a
(FO) part XA xf

% %)

Fig. 4. The HMM state output feature vector.
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The aim of the speech synthesis is to find the most probable sequence of states features
vectors x from the HMM ®. z, is the M-dimensional generated feature vector at the
state s; of the model ®

Ts,

i

R R 2 (15)

From model ® we want to generate a sequence of features vectors X’ = x5, z,..xs, of
length L maximizing the overall likelihood P(X|®) of a HMM

X' = P(X|®); = P(X|S,®)P(S|® 16
arg max { P(X|2)} arg;nax{; (X]S,9)P(S]®) . (16)

where the S = s1, S9,.., sy, is the path through the states of the model ®. The over-
all likelihood of the model P(X|®) is computed by adding the product of joint output
probability P(X|S, @) and state sequence probability P(S|®) over all possible paths S.

Practically the Viterbi approximation is used because theoretically all possible paths
through the model have to be searched for, which is too time consuming

X' ~ argmax { P(X|S,®)P(5|®)}. (17)
X

The state sequence S’ of the model ® can be maximized independently of X

S = argmax { P(S|®)} (18)
s

Let’s assume that the output probability distribution of each state s; is one Gaussian
density function with a mean vector u; and covariance matrix ;. The HMM model ® is
set of all means and covariance matrices for all NV states:

Q= (p1, 21, t2, Lo, UN, ZN). (19)

Then the log-likelihood of (17) is given by

InP(X|S,®) = f%m om) 7—21n|zst|
T
Z ztiﬂgf s 1( :LLgf)' (20)

t=1

l\D\H

Maximizing X in (17) leads to the trivial solutionX’ = (ps, s, --fts; ), Where the se-
quence is equal to the means of the corresponding states. Such a solution does not rep-
resent well the speech because of the discontinuities at the state boundary. This can be
solved by extending the feature vectors with first and second differentials

X, = ((z:)7 (Azy)T, (A%,)T) " 21)
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In (Tokuda et al., 1995b) a fast algorithm is given for the solution of Eq. 20.

According to the phoneme sequence in text labels the context-dependent HMMs were
concatenated. State durations of the sentence are determined by maximizing the likeli-
hood of state duration densities. According to the obtained state sequence and state du-
ration the sequence of mel-cepstral coefficients and FO values including voiced/unvoiced
decisions are determined by maximizing the output probability of HMMs. Finally the
speech is synthesized from generated mel-cepstral feature vectors and pitch values using
the MLSA filter (Tokuda et al., 1995a).

4.3. Speech Synthesis Training

The hidden Markov model based trainable speech synthesis use the Croatian speech
for the training of context-independent and context-dependent acoustic models and uses
HMM as a generative model for speech production.

The Croatian HMM based speech synthesis was trained on 2.5 hours of selected male
speaker’s speech from the VEPRAD corpus (Martinci¢—Ipsi¢ and Ipsi¢, 2006b). In the
synthesis part 2332 utterances were used for speech synthesis training. For 6222 dif-
ferent words phonetic dictionary contains accented words and phonetic transcriptions.
The speech synthesis system, in contrary to the speech recognition system, differentiates
between accented and non accented vowels. Accented vowels are marked by a: including
the occurrence of r as a vowel.

The HMMs were embedded-trained on the features vectors consisting of spectrum,
pitch and their dynamic features simultaneously in a unified framework of multi-space
probability distribution HMMs and multi-dimensional Gaussian distributions. Since the
observation sequence of fundamental frequency is composed of one dimensional contin-
uous function for voiced voices and a constant for the unvoiced speech segments, multi-
space probability distribution is used (Tokuda et al., 2000). The HMM state output feature
vector consists of spectrum and excitation in a multispace probability distribution part as
shown in Fig. 4. State duration densities for the speech feature vectors generation are
estimated by probabilities obtained in the last iteration of embedded re-estimation.

4.4. Speech Synthesis Evaluation

The synthesized speech was evaluated subjectively by the mean opinion score of the
21 evaluator, and objectively by the speech recognition system. The combined approach
compared objective and subjective results. Fig. 5 presents evaluation of synthesized
speech using: the subjective (a), the objective (b) and the combined (c) test method. For
the test purposes 30 s (76 words in 9 sentences) of synthesized Croatian speech concern-
ing weather forecast, temperature, sea and wind conditions, visibility at the see, the river
water level was generated.

Subjective evaluation
The generated speech was played to the evaluators which were asked to fill in the
questionnaire. The questionnaire consists of three parts: the first part is investigating the
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Fig. 5. Evaluation of synthesized speech using: the subjective (a), the objective (b) and the combined (c) test
method.

evaluator’s opinion about the overall quality of generated speech, intelligibility, natural-
ness, pronunciation and usability in the telephony applications. For each attribute, except
usability, five possible answers were offered in the questionnaire, and three possible an-
swers were offered for usability. Later, to each qualitative answer score form 1 to 5, or 1
to 3 was assigned. The second part of the questionnaire checked the intelligibility with
4 questions. The third part of the questionnaire allowed evaluators to write down their
remarks and opinion.

The female (12) and male (9) evaluators were mainly students of informatics, students
of linguistics, some professionals with experience in speech technologies, linguists, and
one person with vision impairment who uses a screen reader on daily basis. The results
were collected according to the mean opinion score (MOS) scale. Fig. 6 presents the
MOS results. The overall score is 3.02. The highest score is achieved in intelligibility and
the lowest at overall quality.

The second part of the questionnaire investigates the intelligibility of synthesized
speech by 4 questions about weather condition at the Adriatic coast, about the air temper-
ature, about visibility at the sea and about the river water level. The results are presented

Mean Opinion Score
3.50 4 3.02
3.00 {
2.50 4
2.00 4
1.50 4
1.00 4
0.50 4
0.00
R @@ A
\ ‘0
¥ ‘,@»
Q
Attribute

Fig. 6. The MOS results for the synthesized speech.
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in Fig. 7. Intelligibility test showed high percentage of correct answers (88.69%), which
is consistent wit the MOS rate.

Objective evaluation

The developed speech recognition system for weather was used for the objective eval-
uation of the synthesized speech. Achieved correctness and accuracy are presented in Ta-
ble 5. In the first approach (1) all incorrectly recognized silences and inspirations are
counted as errors. In the second approach (2) all, correctly or incorrectly, recognized
silences and inspirations were ignored.

Combined evaluation

The 5 evaluators were additionally asked to write down the transcription of the synthe-
sized speech. Two of them had experience with speech transcription, one with the weather
domain and two of them had no previous contact with synthesized speech at all. Their
transcription correctness and accuracy was calculated in the HTK environment which
makes it comparable with the correctness and accuracy achieved in the objective test. In
the objective test the same synthesized speech was recognized by the speech recognition
system. In the evaluation incorrectly recognized silences and inspirations were ignored.
Fig. 8 presents the comparison of results achieved by speech recognition system and by
evaluators. Better results are achieved by evaluators. The 31% WER achieved by the rec-
ognizer is consistent with the MOS score of 3.02. Fig. 9 compares achieved ASR results
with overall evaluator’s results. The results are compared using the second approach.

The evaluators in their remarks noticed that the intelligibility of the synthesized
speech is lowered because of the fast speaking rate, “sharp” pronunciation and because of
the too short pauses between sentences. Two of them noted that certain amount of effort

Intelligibility test

94.00% 9286%  9286%
92.00%
90.00% { 88.10% Ba.6e%
88.00%
86.00%
84.00%
£2.00% 80.95%
80.00%
78.00%
76.00%
74.00% +

weather  temperature  visibility at the river Owerall

condition the sea water level

Question

Fig. 7. Intelligibility test results.

Table 5

ASR correctness and accuracy of synthesized speech

Synthesized speech  No. words Corr. %  Accurac. %

approach (1) 92 75.00 51.09
approach (2) 76 84.21 68.42
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Fig. 8. The comparison of subjective and objective synthesis test correctness and accuracy.

is needed for complete understanding. The remark about higher attention was expected
since majority of evaluators (15) had no previous contact with artificial speech of any
kind.

The combination of objective and subjective evaluation results put different perspec-
tives on the quality of the synthesized speech. Although the overall score is only with
3.02, the human evaluators performed better on the comparison test. Subjective evalu-
ation enabled better understanding of user opinions and needs and therefore should not
be omitted in the synthesis evaluation, while the objective evaluation enabled different
perspective on the generated speech.

5. Conclusion

In the paper we described the context-dependent acoustic modelling of Croatian speech
in the speech recognition and speech synthesis systems. The same Croatian speech corpus
and Croatian phonetic rule were used for context-dependent hidden Markov models based
speech recognition and speech synthesis. Presented speech recognition system for radio
and telephone data and HMM based speech synthesis are planed for use in the Croatian
weather information spoken dialog system.

Speech recognition experiments using context-independent and context-dependent
acoustic models were prepared for “clean” radio and for noisy telephone speech. The
WER for the radio weather domain is reduced to 10.61% by increasing the number of
Gaussian mixtures. The radio speech WER was further reduced to 8.93% by adding the
news related speech into acoustical modelling. For the telephone speech 20.06% WER
was achieved.

The synthesized speech was qualified as intelligible with an overall rate 3.02 accord-
ing to MOS by evaluators. The developed weather ASR system was used for objective
evaluation of synthesized speech and 48.91% WER and 31.58% WER where achieved.
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The combined approach, which compares objective ASR results and subjective overall
evaluator’s transcription results, confirmed that the objective results are in the 15% range
with the evaluator’s opinion. The achieved results for telephone speech recognition and
speech synthesis are promising for further actions in development of the dialog system.

In this work we have shown that the common approach for speech recognition and
synthesis using context-dependent acoustical modelling is appropriate for rapid develop-
ment of limited domain speech applications for low-resourced languages like Croatian.
Croatian orthographic-to-phonetic rules are proposed for phonetic dictionary building.
The developed Croatian multi-speaker speech corpus VEPRAD was successfully used
for development of speech applications. Proposed Croatian phonetic rules captured ade-
quate Croatian phonetic, linguistic and articulatory knowledge for state tying in acoustical
models for speech recognition and speech synthesis system. The proposed combination
of subjective and objective evaluation of synthesized speech enables better insights of
user opinions and needs.

Main advantage of the used approach lies in the fact that speech applications can be
efficiently and rapidly ported to other domains of interest under the condition that an
adequate speech and language corpus is available.

Since the telephone access to the spoken dialog system is planed, further improve-
ments in speech synthesis quality must be considered, mainly some improvement in the
prosody modeling. Additionally work on including more speech from the same male
speaker in the corpus is in progress. Further research activities are also planed towards
development of the speech understanding module in the dialog system.
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Akustinis modeliavimas kroatu kalbos atpaZinimui ir sintezei
Sanda MARTINCIC-IPSIC, Slobodan RIBARIC, Ivo IPSIC

Siame straipsnyje pateikiamas kroaty kalbos priklausomas nuo konteksto akustinis modeliavi-
mas, naudojamas kalbos atpaZinime ir sintezéje. Pasiiilytas akustinis modelis remiasi nuo kontek-
sto priklausomais trigarsiu pasléptais Markovo modeliais ir kroaty kalbos fonetinémis taisyklémis.
Kalbos atpaZinimo ir sintezés sistemu modeliavimui ir testavimui buvo naudojamas kroaty kalbos
garsynas VEPRAD. Eksperimentai parodé, kad kroaty kalbos garsynas, kroaty kalbos taisyklés ir
paslépti Markovo modeliai kaip modeliavimo formalizmas gali biiti lygiagreciai naudojami kalbos
atpaZinimo ir sintezés sistemy kiirimui tokiai smarkiai kaitomai ir turinciai laisva ZodZiy tvarka
kalbai kaip kroaty. Mes pasitléme jvertinimo procediira kalbos sintezei, kuri derina objektyvuy ir
subjektyvy vertinima ir pateikiame gautus ivertinimo rezultatus. Pasitlytos procediros kroaty kal-
bos akustiniam modeliavimui buvo sukurtos kaip kalbos sasajos dalys kalbos dialogo sistemoje,
skirtoje ribotai oro prognozés sriciai.



