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method of calculating of guaranteed estimates of indefinite parame
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1. Introduction. Identification of perturbations and 
dynamic object parameters composes an important part of 
general optimal control theory (Leondes, 1976; Eykhoff, 1975). 

A new approach to the problem of control systems iden
tification is proposed in the paper. It consists in receiving of 
the concrete numeric characteristics of the possible parameters 
changes sets by means of the solution of extremal problem con
structed in special way. Two types of such problem solutions 
are investigated. They are: program type and feedback one. 
Algorithm of program solution construction is based on spe-. . 

cific extremal problems methods elaborated by authors earlier 
(Gabasov et. al., 1986, 1991). Proglam solution is the base 
for optimal identificator construction processing in the mode 
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of real time incomplete and inexact information on current 
system states coming from measuring device. 

Perturbations acting on the control system and the mea
surement errors also are considered to be uncertain and may 
take the values from the given sets. Opposite to stochastic 
methods of information processing assigned for getting the 
probability characteristics of unknown values in the centre of 
the proposed approach there are a structure of sets of possible 
values of perturbations and parameters and the reasons of the 
necessity of characteristics received for them. Just for these 
reasons the refusal from classical methods of conditional op
timization .and involving the constructive theory of extremal 
problems are explained (Gabasov et. aI., 1986, 1991). 

In the paper the concrete solutions of a number of prob
lems are given on the base of a general approach to the iden
tification problems (Gabasov and Kirillova, 1991). 

2. The perturbation identification problem. Let 
the dynamic system on the interval T = [t*, t*] is described 
by the equation 

x = A(t)x +w(t), x(t*) = xo, (1) 

where x is a n-vector of state, A(t), t E T, is a piece-wise 
continuous n x n matrix function, w(t) is a n-vector function 
of unknown perturbations. 

Assume that a priori information on perturbations has 
the form 

q 

w(t) = wo(t) + L WiWi(t), (2) 
i=} 

W = (w}, 'W2,";' w q) E TV = {tv E Rq : Gw = f, 

w* ~ w ~ w*}, 

where wo(t), W}(t), ... ,Wq(t), t E T, are known piece-wise 
continuous functions, G is a known n x q matrix, f, w*, w* 
are known vectors. 
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The efficiency of control can be reduced considerably 
while fulfilling optimization of system (1) in the presence of 
perturbations (2). Therefore, to decrease the uncertainty of 
perturbations it is appropriate that the control procedure 
should be supplemented by the identification procedure. 

Assume that there is the measuring device 

y = C(t)x + e, y E R 7n , (3) 

writing the output signal with the measurement error e(t), t E 
T. A piece-wise continuous m x n matrix function C(t), t E T, 
is considered to be known. Relative to the measurement errors 
e(t), t E T, we shall assume that any piece-wise continuous 
m-vector function satisfying the unequality 

(4) 

can given such error. 
Let the measuring device (3) wrote the signal y(t), t E 

To = [t*, 8], where 8 is some moment from the interval of 
control. This information allows to delete from the a priori 
distribution T1' of perturbation parameters the elements that 
were not realized automatically in the situation considered. 
The set TV consisting of those and only those elements 10 E TV, 
which together with some errors e(t), t E To, are able to 
generate the observed signal y(t), t E To, will be called a 
posteriori parameter distribution. 

Intending to apply the results of identification for linear 
problems of optimal control (Gabasov and Kirillova, 1991) 
we'll consider the problem of identification of perturbations, 
consisting of calculation of the linear estimate 

&0 = maxh'x(t* I w), wE TV, (5) 

where x(t* I w) is a terminal state of system (1), corresponding 
to the value w of the vector of perturbation parameters (2). 
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Let F(t, r), t, rET, be a fundamental matrix of solu
tions of homogeneous part of system (1), 

t 

. z{t) = y(t) - J C(t)F(t,r)wo(r)dr, 
t. . 

t 

mi(t) = J C(t)F(t,r)wi(r)dr, 

t· 

hi=y(t)- J h'F(t*,r)wi(r)dr, i="f,q. 
t. 

In new designations problem (5) takes the form: 

A hA , 

G:(} = lnax w, 

e* ~ D(t)(z(t) - M(t)w) ~ C, t E T(}; (6) 

Gw = j, w* ~ w ~ w*. 

The constructive theory and the results of numerical ex
periments of semiinfinite extreme problem solution are given 
in (Gabasov et. al., 1986; Kirillova et. al., 1986). 

For the synthesis of optimal systems one needs to cal
culate the estimates (5) in the mode of real time. It can 
be done by means of an optimal identificator generating the 
elements of solution for the problem (6) continuously. In 
calculations cited below let us restrict ourselves to the case 
G = 0, j = 0, m = 1, D(t) = 1, t E T. 

AccordiJ;lg to (Gabasov et. al., 1986; Kirillova et. al., 
1986) the optimal support plan {w(B); Ssup(8)}, is the solu
tion of simple problem (6). The support Ssup( 8) = {rsup( B), 
Jsup ( 8)} consists of the totality rsup( B) of time moments ri( 8), 
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i = D (t* ~ T1(8) < T2(8) < ... < T[(8) ~ 8) and the set of 
indexes Jsup ( 8) C J, Jsup ( 8) = 1. The support 1 x 1 -- matrix 

1\lsup(8) = 1\1 ( Tsup( 8), Jsup( 8)) 

= [Afj (Ti(8);,= {,~ Jsup(8), 1 ' detJ\!'~llp(8) 1= 0, 

the vector of potentials 

u'(8) = V'(TSllP(8)) = h~upll'ls~~(8), 

and the vector of estimates 
~~ = /:l'(JN 18) = v'(8)lv/(Tsup(8), I N) - h.~, 
IN = J\Jsup(8), hsup = jl(JSllp (8)), hN = h(JN), correspond 
to iL 

By the support Ssup and its accompanying vectors 
v( Tsup( 8)), /:l( J N I 8), with the help of the optimality cri
terion (Gabasov et. a.1., 1986; Kirrilova eL aL, 1986) we can 
test the plan w(8) for optimality_ 

Let 8 be a moment of time such that 
1) functions A(t); C(t); Wi(t), i'= 0, q, tETe, are continu
ous together with second derivatives in the neighbourhood of 
points Ti( 8), i = D; 
2) WHUP < 'Wsllp(8) < w:up ; 
3) ~* < z(t) - A/(t)w(8) < C, t E Te\Tsup(8); 
4) v(Tsup(8)) 1= 0, /:l(JN 18) 1= 0; 
5) T[(8) = 8, i( 8) - il( 8)w( 8) i= 0; 
6) Z(Ti(8)) - iI(Tj(8))w(8) i= 0, i = 1,1-I. 

Than the totality Jsup ( 8) remains unchanged in the ne
ighbourhood of the point 8, the components TSllp ( 8), 'WSllP ( 8), 
of solution {w( 8), Ssup( 8)} of problem (6) satisfy the following 
system of differential equations 

Alsup( Ti( 8) )ti,sup = 0, i = 1, 1 - 1; 

Afsup( 8)1.L'sup = i(8) - 1\1(8)w( 0); T[ = 1; (7) 

(Z(Tj) - il(Ti)w)Tj = 1\lsup(8)tl1sup , i = 1, I-I. 
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Correlations (7) will be called the equations of optimal 
identificator of perturbations. The initia.l conditions for (7) 
can be obtained for () = t* from a priori distribution of pa
rameters W. The form of equations (7) undergoes qualitative 
changes in the moments of violation of conditions 1)--6). 

3. The input device identification problem. Con
sider the control system 

x = A(t)x + b(t)u, x(t*) = Xo, (8) 

with incomplete given input device b(t), t E T. 
Assume that function b(t), t E T, has the form 

q 

b( t) = bo ( t) + L Wi bi ( t), 
i=I 

where bo(t), bI (t), ... ,bq(t), t E T, are the known piece-wise 
continuous functions, tV = (WI, W2, ... ,Wq) is q-vector from 
the set W. 

The piece-wise continuous control u(t), t E T, being 
known, the system (8) converg~s to (1), that allows to use the 
results of the previous item for solution of problem of input 
device identification. 

4. The control object identification problem. Let 
us now investigate the system 

x=A(t,w)x, x(t*)=xo, 

with n x n - matrix function A( t, w), t E T, in the form 
q 

A(t) = Ao(t) + L wiAi(t), 
i=I 

(9) 

where Ao(t), Al (t), ... , Aq(t), t E T, are the known piece-wise 
continuous n x n matrix functions, W = (WI, W2,' .. ,Wq) is 
q-vector from the set W. 
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Supply the system (9) by the measuring device.(3), (4). 
The problem of identification of object parameters (9) for
mally remains the same as in item 2. But now the solution is 
connected with nonlinear semiinfinite extreme problem 

Qe = max h'x(t* 1 w), 

e* ~ D(t)(y(t) - C(t)x(t 1 w)) ~ C, tETe; (10) 

Gw = f, w* ~ w ~ w*. 

We obtain an optimal identificator for the case 
G = 0, f = 0, m = 1, D(t) = 1, t E T. 

Let wO(8) be an optimal plan of the simple problem (10), 
xO (t .1 wO), t E T, is the corresponding to it solution of problem 
(9). 

Generalizing the technique for investigation of the semi
infinite linear problems (Gabasov et. al., 1986) and the con
structive approach to solution of nonlinear problems (Gabasov 
et. al., 1991) let us write the necessary support conditions of 
optimality in the problem (10) for wO(8). 

Designate r( WO) = h' f(t*, WO), M(t, WO) = C(t)f(t, WO), 
where the function f(t, wO), t ~ t., is the solution of inhomo
geneous linear differential equation 

j = A(t, 1.OO)f + B(t, xO), f(t*, 1.0°) = Onx q , 

B(t,xO) = 00 (A(t,1.O)xO) = [Ai(t)Xo, i = 1,q]. 
to 

Let Ssup(8) = {Tsup(8), Jsup(8)}, Tsup(8) = {Ti(8) E 

Te, i = W}, Jsup(8) c J, IJsup (8)1 = l. 
We shall call the totality Ssup( 8) a local s1..1pport of prob

lem (10), if the matrix 

Msup(8, wO) = [Mj ,( Ti(8), ~,O), ~ E Jsup(8),] 
z = 1, l 

is nongenerate. 
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Vector of potentials 

and vector of estimates 
~N(8,wO) = v'(8,wO)M(Tsup(8), IN I WO) - rN(JN I wO), 
IN = J\Jsup(8), are constructed by the support Ssup(8). 

Assume that 8 is such moment of time that for the total
ity {wO( 8), Ssup( 8)} the conditions are fulfilled 
1) functions y(t); C(t); Ai(t), i = 0, q, tETe, are continu
ous together with second derivatives in the neighbourhood of 
points Ti(8), i = 1,1; 
2) w*sup < w~up(8) < w:up ; 
3) e* < y(t) - C(t)x°(t I wO) < C, t E Te\Tsup(8). 

Then for optimality of the plan wO(8) in problem (10) 
the fulfillment of correlations is necessary: 

~j(8, WO) ~ 0 for wJ = w*j; 

~j(8, wO) ~ 0 for wJ = w*j; 

~j(8, wO) = 0 for w*j < wJ(8) < w;; j E IN. 

vi(8,wO) ~ 0 for Y(Ti) - C(TdxO(Tj 11l)0) = C; 
vi(8,wO) ~ 0 for Y(Tj) - C(Ti)XO(Ti I WO) = e*; 

vi(8,wO) = 0 for e* < Y(Tj) - C(Tj)XO(Tj I wO) < C; 
i=D. 

Supply the correlations 1 )-3) by conditions 
4) v(8, WO) i= 0, ~N(8, wO) i= 0; 
5) Tl(8) = 8, y(8) - (6(8) + C(8)A(8, 1OO))xO(8 110°) i= 0; 
6) ii( Ti) - [C( Ti) + "26{ Tj)A( Tj, wO) + C( Ti)(A(Tj, wO) + A2( Ti, 
wO))]xO( Tj I wO) i= 0, i = 1,1 - l. 

Conditions 1)-6) in the neighbourhood 8 being fulfilled, 
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equations of optimal identificator have the form: 

x=A(t,w)x; i=A(t,w)f+B(t,x); 

MSUp(Ti,W)Wsup = 0, i = 1,1-1; 

Msup(B,w)wsup = y(B) - (C(B) + C(B)A(B,w))x(B I w); 

[Y(Ti) - reCTi) + 2C(Ti)A(Ti'W) + C(Ti)(.4.(Ti, 10)+ 

A2(Ti,W))]X(Ti I W)]1\ = Msup(Ti'W)Wsup; +1 = 1. 

5. Example~ Let us illustrate the results for the prob
lem of identification of perturbation w(t) = wIt + W2 of dy
namic system: 

Xl = X2, X2 = wet), X1(0) = 0, X2(0) = 4, 

o ~ WI ~ 1, -1 ~ W2 ~ 0; 

Use the measuring device y = X2 + e, 0 ~ e ~ 1. Assume 
that it registered the signal, yet) - 4. Calculate the estimate 

&0 = ma~ h'x(6 I w). 
wEW 

For h = (1/2, -2/9) the problem has the form: 

maXWl - W2, -1 ~ W1t2/2 + w2t ~ 0, t E [0, B], 

o ~ WI ~ 1, -1 ~ W2 ~ O. 

Conditions 1 )-6) are fulfilled for the moment B = 2. Op
timal identificator for 2 ~ B ~ 4 has the form: 

2 . 
. WIt /2+W2B=B, T=B, w1(2) = 1, w2(2)=-1. 

Hence, wg(B) = -1, w~(B) = 2/B. Condition 2) is vio
lated in point B = 4. For B ~ 4 the optimal identificator is 
described by equations 

WIT2/2 + W2T = 0, WIB2/2 + W2B = 0, 

- Wl+ = nUl + W2, wl(4) = 1/2, w2(4) = -1. 
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Fig. 1. The laws of change WP(8), W~(8), aB• 

The solution of this system has the form r = 8 /2, w~ (8) = 
8/82 , wg(8) = -4/8. The laws of change of the parameters 
w~ (8), wg (8), and the estimate aB are given at the Fig. 1. 
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