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Abstract. The paper addresses the problem of discrimination of homographs when a lengthy seg-
ment of an uttered word is missing. The considered discrimination procedure is done by recognizer
that operates on cepstrum coefficients extracted from the speech signal. For restoration of the mis-
sing speech segment rather than use of the known speech signal, it has been proposed to calculate
speech signal characteristics: the period of fundamental frequency and intensity. By experimenta-
tion it has been shown that the polynomial approximation of speech signal characteristics improves
homograph discrimination results. An extra computational burden associated with the proposed
method is not high because it involves recalculation of the already extracted Fourier coefficients.
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1. Introduction

Speech recognition systems have reached the state of launching commercial products,
however they still face a problem of maintaining a high recognition performance in ad-
verse environments. The degradation of recognition performance is typically attributed
to mismatch between training and testing conditions. Robust speech recognition methods
include signal enhancement techniques as front-end and/or feature space transformations
that reduce the variability due to noise (Gong, 1995). The inherent disadvantage of such
techniques is that they make a poor assumption as to the nature of the noise or deal with
a noise type difficult to model, which consists of short-time bursts (Vaseghi and Milner,
1997).

*For the support authors would like to thank prof. L. Ljung (Linköping University, Sweden).
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Our framework deals with the long-time bursts of a random amplitude of impulsive
noise or gaps in a speech signal that may extend to several hundred samples. Here instead
of the replacement of cepstrum coefficients from the corrupted part of a speech signal by
predicted ones (Potamitis et al., 2001), we propose the method of reconstruction of the
original cepstrum coefficients that uses the approximation of the intensity and fundamen-
tal frequency characteristics of a speech signal.

In Section 2, we present a formal derivation of the main equations needed to restore
missing cepstrum coefficients of a speech signal. The results of experimentation on the
recognition of isolated words from the Lithuanian language are given in Section 3. In the
following, we consider only the approximation problem leaving aside determination of
the position of a corrupted speech segment. However, during our case study we do use a
modified version of the detector proposed in Vaseghi and Milner (1997).

2. Restoration of Missing Cepstrum Coefficients of a Speech Signal

The restoration of the distorted part of a voiced speech signal (see Fig. 1 for illustration)
is based on the assumption that it is a quasi-periodical signal (Paulikas and Navakauskas,
1998; Paulikas and Navakauskas, 2003), that is why the distorted period is replaced by a
modified version of the preceding undistorted period of a speech signal:

ŝv(n) =
I(m)

I(m − 1)
· ŝv

(⌊
T (m − 1) (n − T (m − 1))

T (m)

⌋ )
. (1)

Here m is an index of the fundamental frequency period, � � is an operation of rounding
to minus infinity, T (m) and I(m) are the period of fundamental frequency and intensity
characteristics, respectively (both constants considered here over one pitch period).

Fig. 1. Waveform of a distorted first syllable of the Lithuanian word “káltas” (black). The missing segment is
superimposed (grey).
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Computation of the necessary speech signal characteristics T (m) and I(m) (asterisks
in Fig. 2) using an undistorted speech signal could be performed in numerous ways: for
the solid exploration consult Hess (1983). Thus, it is more important to find the values of
these characteristics for the missing segments (circles in Fig. 2). When a missing segment
is short and speech characteristics do not vary a lot, it is plausible to approximate the
missing points by line (dashed lines in Fig. 2). However, for the case of a lengthy missing
segment, we do propose to use the second order approximation (solid line in Fig. 2). In
order to compute it, at least three anchor points are required. Two of them can be given by

Fig. 2. Characteristics of the first syllable of the Lithuanian word “káltas”. Auxiliary lines are used to form
anchor points, the latter ones – to form polynomial curve. The missing data are restored by linear and second
order polynomial approximations.
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the known values of characteristics on both sides of the distortion. The third anchor point
is obtained by intersecting two auxiliary lines (grey lines in Fig. 2) that go through two
known values of the characteristics taken from both sides of the distortion. Given three
anchor points, we employ the conventional MSE criterion to fit the polynomial.

In the recognition process employed cepstrum coefficients of a speech signal are ob-
tained by applying the inverse Fourier transform on the logarithm of the signal spec-
trum (Vaseghi, 2000; Higgins, 1990):

c(p) =
1
2π

∫ π

−π

lnS(jω) exp (jωp) dω, (2)

while the spectrum of the signal is calculated using the Fourier transform:

S(jω) =
∫ ∞

−∞
s(n) exp (−jwn) dn. (3)

In practice, cepstrum coefficients corresponding to particular period of fundamental fre-
quency (m) can be obtained from a discrete cosine transform:

cm(p) ≈
N∑

k=1

ln Sm(k) cos
(

p(k − 1/2)π
N

)
. (4)

Here N is the total number of Fourier transform points, Sm(k) is a magnitude of the
short-time discrete Fourier transform of a segment of signal s(n). Accordingly, cepstrum
coefficients of restored part of the voiced speech signal (of m-th period of fundamental
frequency) could be expressed as:

ĉm
v (p) =

N∑
k=1

ln Ŝm
v (k) cos

(
p(k − 1/2)π

N

)
. (5)

Here Ŝm
v (k) is the restored magnitude of short-time discrete Fourier transform of the

segment of voiced speech signal. It could be shown that Ŝm
v (k) gets the following form

Ŝm
v (k) =

I(m)
I(m − 1)

· T (m)
T (m − 1)

· Ŝm−1
v

(
k

T (m − 1)
T (m)

)

× exp
(
−k

T 2(m − 1)
T (m)

)
, (6)

and corresponds to (1) expressed in frequency domain. Calculations in last expression
are done for each short-time magnitude spectrum under restoration basing on previously
found values, i.e., recursively. Magnitude spectrum of undistorted voiced speech signal
serves as starting point of recursion.

The last two expressions formalize the proposed way of restoration of the missing
cepstrum coefficients of a speech signal. Moreover, they enable us to control the restora-
tion through the speech signal characteristics.
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3. Experimentation on the Discrimination of Homographs

In order to verify the use of the proposed method, let us carry out recognition experiments
on utterances of the Lithuanian word “káltas”.

The word is modelled using a hidden Markov model with 7 states, making use of the
recognizer described in Cappé (2001). For the training phase of the model, we use the
first 10 cepstrum coefficients obtained from 10 different utterances.

In the recognition experiments we use 3 additional (absent in the training set) utter-
ances. The recognition is performed on artificially distorted utterances varying the place
and duration of the distortion. To be more precise, the duration of the distorted segment
is varied in length from 1 to 7 periods of fundamental frequency, while the beginning of
the distorted segment varies approximately from 0.1 s to 0.2 s.

The distorted parts of utterances of the Lithuanian word “káltas” are reconstructed
using (6), while the cepstrum coefficients are obtained from (5). For the reconstruction
process, the necessary values of the fundamental frequency and intensity characteristics
of the distorted segment are calculated, using linear as well as second order polynomial
approximations.

The homograph of the Lithuanian word “káltas” is the word “kal̃tas”. Since these
words differ only by the type of stress and possibly could be indistinguishable for the
recognition system (especially in the cases of bad reconstruction), we also investigate the
recognition of 3 additional undistorted utterances of the Lithuanian word “kal̃tas”.

In total 511 recognitions have been performed. Leaving aside the results that fall out-
side the acceptable recognition rate, the remaining results from 448 recognition experi-
ments are summarized in Fig. 3.

Each point in the figure represents one word recognition experiment (indexed by i)

Fig. 3. Recognition results for the Lithuanian word “káltas”: without restoration (asterisks), employing linear
approximation (squares), using 2nd order polynomial approximation (diamonds). For comparison (as penta-
grams), the recognition results for the homograph – Lithuanian word “kal̃tas” are also shown.
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Fig. 4. Dependencies of averaged results of recognition of the Lithuanian word “káltas” on number of missing
periods: employing linear approximation (light color bar), using 2nd order polynomial approximation (dark
color bar).

that is evaluated by calculating the score value as follows:

Si = max
Q

{
log P

[
Q, Oi|λkáltas

] }
, (7)

here Q = {q1, q2, . . . , qt} are all possible state sequences given the investigated observa-
tion Oi, using model λkáltas.

As expected, the recognition results vary not only for different utterances – they also
depend on the place and duration of a missing segment. It can be seen that when the length
of the missing segment increases, the recognition results for the utterances of the word
“káltas” without restoration soon reach similar score values of the word “kal̃tas”. The be-
haviour that is more complicated and less dependent on the length of missing segment is
seen from the recognition experimentation data for the restored signals. Experimentation
data show increase in discrimination of considered homographs and confirm usefulness
of the proposed restoration procedure.

In order to reveal the differences, let us examine the average values of the corre-
sponding scores (see Fig. 4). The results in the range from 1 to 4 periods of fundamental
frequency are similar when using both approximations, however, starting from the 5th
period, employment of only the second order approximation starts to improve the recog-
nition performance.

4. Conclusions

The presented restoration method of missing cepstrum coefficients increases the discrim-
ination of homographs in the cases where the speech signal is corrupted by a long-term
impulsive noise or long duration gaps are present.
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It has been shown by the experimental study, that the approximation of fundamental
frequency and intensity characteristics, using only the second-order polynomial as com-
pared with the linear approximation, improves the recognition results when the duration
of a missing segment is longer than 5 periods of the fundamental frequency.

The method considered deals with the frames of Fourier coefficients already extracted
for the recognition purpose, i.e., to compute cepstrum vectors. That is why the recalcu-
lation of Fourier coefficients gives only little computation overhead to the whole speech
recognition process. An extra time, naturally, is spent to compute and approximate the
intensity and pitch characteristics. Thus, only simple and low order approximations were
investigated.
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Homograf ↪u, sugadint ↪u ilgu impulsiniu triukšmu, skyra

Šarūnas PAULIKAS, Dalius NAVAKAUSKAS

Straipsnyje nagrinėjama homograf ↪u skyros problema, kai ilga ištarto žodžio dalis yra suga-
dinta ar visai prarasta. Homografo identifikavim ↪a atlieka automatinė kalbos atpažinimo sistema,
kurios veikimas pagr↪istas kalbos signalo kepstro koeficientais. Parodoma, kad kepstro koeficient ↪u
iš prarasto žodžio segmento atstatymas taikant kvadratin↪i kalbos signalo pagrindinio tono ir in-
tensyvumo aproksimavim ↪a pagerina žodžio atpažinim ↪a lyginant su ↪iprastiniu tiesiniu ši ↪u charak-
teristik ↪u aproksimavimu. Papildom ↪u skaičiavim ↪u sietin ↪u su siūlomu metodu, apimtis nėra didelė,
kadangi juose modifikuojami atpažinimo sistemos rasti Furjė koeficientai.


