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Abstract. Generally, the task in a distributed system must achieve an agreement. It requires a
set of processors to agree on a common value even if some components are corrupted. There are
significant studies on this agreement problem in a regularized network environment, such as the
Fully Connected, BroadCast and MultiCast Networks. Recently, many large complex networks
have emerged and displayed a scale-free feature, which influences the system to reach a common
value differently. Unfortunately, existing agreement protocols and results cannot cope with the
new network environment and the agreement problem thus needs to be revisited. In this paper,
we propose a new agreement protocol to adapt to the scale-free network environment and derive
its bound of allowable faulty TMs with two rounds of message exchange. We have proved the
correctness of this protocol and analyzed its complexity. It is observed that the scale-free network
with the proposed agreement protocol can tolerate more faulty TMs than the networks based on
previous studies.

Key words: Byzantine agreement, consensus, fault-tolerance, scale-free network, complex network
and random network.

1. Introduction

In a distributed computing system, processors allocated in different places or units are
connected together to create greater power and ability. Each processor in the system ex-
changes information with each other. Therefore, the task in a distributed system must
achieve an agreement. Notable examples include the two-phase commitment in a dis-
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tributed database system, the whereabouts of a replicated file in a distributed environment,
and a landing task controlled by a flight path finding system.

To maintain its reliability, the system needs to check periodically and inquire about
its exactitude, since components may fail and the failure is unpredictable. The faulty
components may disturb or affect others to achieve an agreement among processors. Such
a unanimity problem is called the agreement problem (Babaoglu and Drummond, 1985;
Barboraket al., 1993; Lamportet al., 1982).The Byzantine Agreement (BA) problem, for
example, is an agreement problem in the distributed fault tolerant environment (Dolev,
1982; Dolev and Reischuk, 1985; Lamportet al., 1982; Molina, 1986). The BA problem
first studied by Lamport in 1982 (Shimaet al., 1996) was solved to make a distributed
system run and agree on a common value even if certain processors in the system fail. The
main model of the problem describes the system containsn communicating processors, at
mostt of which are corrupted (t � �(n−1)/3�) (Erdos and Renyi, 1960). Each processor
will agree on a common value if the number of faulty components is less than the fault
tolerant boundaryt. The goal is achieved if each healthy processor reaches a common
value.

A closely related sub-problem, theconsensus problem, has been extensively studied
(Barboraket al., 1993; Bar–Noy and Dolev, 1991; Yanet al., 1999) as well. The solutions
are defined as protocols, which achieve an agreement and hope to use the minimum num-
ber of rounds of message exchange to achieve the maximum number of allowable faulty
capability. The main steps of theconsensus protocol operate as follows: each processor
Pj has its own initial valuevj before executing the agreement protocol, 1� j � n. To
start the protocol, each processor broadcasts its initial value to all processors in the first
round (the round each processor exchanges messages with others), and subsequently each
processor broadcasts the messages received in the first round and makes the decision. The
consensus problem is solved if the following constraints are satisfied:

(Agreement): All healthy processors agree on a common value.
(Validity): If the initial value of each healthy processori is vi then all healthy

processors shall agree on the valuevi.
The previous protocols (Erdos and Renyi, 1960; Lamportet al., 1982; Peaseet al.,

1980) allow processors to reach an agreement and work correctly in those FCN (Fully
Connected Network), BCN (BroadCast Network), GCN (Generalized Connected Net-
work) and MCN (MultiCast Network) environments. However, since all the networks
show a regularized network structure, these protocols may not work for the network of
different structure and connections; for example, some processors immigrate into or move
away from the network at any time. Recent research (Barabási, 2000) indicates that the
real network environment has shown the property of growth with preferential attach-
ment. One significant discovery observed is that the connectivity distributions of many
large-scale complex networks (Barabási and Albert, 1999; Barabási, 1999; Barabási,
2000) including the WWW, Internet and metabolic network, show the power-law form
P (k) ∼ k−γ (Barabási, 2000), whereP(k) is the probability that a processor in the net-
work is connected tok other processors, andγ is a positive real number. Namely, the
processor in the network hask transmission media, but its connection degree does not
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decay exponentially for largek (Erdos and Renyi, 1960). Since the power-law is free of
scale, such networks are called “Scale-Free Networks (SFNets)” (Barabási and Albert,
1999; Barabási, 1999; Barabási, 2000; Wanget al., 2000). Generally, a SFNet is inho-
mogeneous in nature that most processors have a few connections but a small number of
particular processors have a huge number of connections. On this ground, the different
network topology will seriously influence the system to achieve agreement and possess
different capability of fault tolerance. Since the previous protocols are unsuitable for the
scale-free network environment, it is necessary to develop new protocols. Based on this
reason, this paper proposes a new protocol SFNP (SFNet protocol) to cope with the SFNet
environment and finds the new fault tolerance bound for this new type of network.

The rest of this paper is organized as follows. Section 2 describes the scale-free net-
work and the related work on agreement problem. Section 3 presents in detail a new
protocol SFNP for the scale-free network and gives an example of executing SFNP. Sub-
sequently, Section 4 proves the correctness and demonstrates the complexity of the new
protocol. Finally, Section 5 concludes this paper.

2. Related Work

2.1. Scale-Free Network

The origin of the power-law degree distribution in networks was first addressed by
Barabási and Albert–László (Barabási and Albert, 1999; Barabási, 1999; Barabási,
2000; Wang and Chen, 2002). They argued that the two ingredients of self-organization
of a network in a scale-free structure are the growth and preferential attachment. These
refer to that the network structure continuously grows by the addition of new processors
at every time step and preferential attachment to existing processors with a high number
of connections. The basic SFNet structure is constructed as follows:

Growth: Starting with a small number (n0) of processors, at every time step a new
processor is introduced and connected ton already-existing processors. Fig. 1 shows there
exist four processors P1, P2, P3 and P4 in the network at timet and the new processor P5
immigrates into the network at timet + 1.

Preferential attachment: The probability
∏

that the new processor (P5) is connected
to processorPi depends on the degreeki of processorPi, such that

∏
(ki) =

ki∑
j kj

. (1)

Fig. 1 shows a scale-free network structure where the network continually grows by
adding a new processor P5. The newly introduced processor P5 chooses to connect a
processor withk Transmission Media (TMs) following the equation (1), that is, favor-
ing highly connected processors. This phenomenon is calledpreferential attachment. By
preferential attachment, the network topology does not follow the Erdős–Rényi (ER) (Er-
dos and Renyi, 1960) model of random graphs that haven processors and connect every
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Fig. 1. A general SFNet architecture.

pair of processors with probabilityα, creating a graph with approximatelyαn(n − 1)/2
edges distributed randomly. According to this new observation, each processor in the
scale-free network has different connectivity and follows the power law, rather than the
Poisson distribution with a peak.

2.2. Previous Results on the Consensus Problem

According to prior literatures, the maximum number of all allowable faulty TMs is
(�n/2� − 1) in a (n − 1)-connected environment (Dasgupta, 1998; Dolev and Reischuk,
1985; Yanet al., 1992; Yanet al., 1999). Based on the results of Wang (Wanget al.,
1995), only two rounds are required in the message exchange phase for each healthy
processor to reach an agreement if the number of faulty TMs is less than (�n/2� − 1).
Namely, the exchanged messages among the processors are influenced by the faulty TM
in the first round, but this fault would be cleared in the second round. Prior literatures also
mentioned thec-connectivity protocol (c represents the connectivity state) (Meyer and
Pradhan, 1991; Siuet al., 1996), which allows thec-connectivity network to tolerate the
maximum number�(c+1)/2�−1 of faulty TMs. Similarly, the system can reach an agree-
ment if the number of faulty TMs does not exceed this limit. However, their assumptions
do not cope with the real network (scale-free network), because their number of faulty
TMs spreads equally. Thus, the previous research is not appropriate for the SFNet. In the
next section, we propose a new protocol SFNP which can achieve the maximum number
of fault tolerance within the bound�(cδ +1)/2�−1 � ft � �

∑n
i=1(�(ci+1)/2�−1)/2�

in a scale-free network environment.
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3. The Agreement Protocol for SFNet

3.1. SFNP Protocol

This paper proposes a new protocol, called SFNP, to solve theconsensus problem due
to faulty TMs which may send wrong messages to influence the system to achieve an
agreement in a SFNet environment. As indicated in the previous studies (Wanget al.,
1995; Yanet al., 1988; Yanet al., 1992), the SFNP protocol, like other agreement pro-
tocols, consists of two phases and needs two rounds of message exchange to solve the
consensus problem. In the first round of the message exchange phase, each processorPi

multicasts its initial valuevi through known connected TMs and then receives the initial
value of other processors as well. In SFNP, each processor may receive at mostci(ci is the
connection degree ofPi) messages and constructs a vector from the received messages.
In the second round, each processorPi acts as the sender, sending the vector received in
the first round, and constructs a matrix, called the MATi, 1 � i � n. Finally, the deci-
sion making phase will reach an agreement among the processors. The proposed protocol
SFNP is presented in Fig. 2.

Protocol SFNP (for each processorPi with initial valuevi)
Definition:n : the number of processors in SFNet

¬ : the complement operator, e.g.,¬(1) = 0
vi : the initial value of processorPi

Vi: the vector of processori
ci : the connectivity of processorPi

φ: the default value
?: no majority value
vki: thekth element in vector Vi
TMij : the transmission medium connecting processorPi and processorPj

vij : the initial valuevi sending to processorPj from Pi

MAT i: all vectors from other processors received byPi

MAJk: a majority function used to remove the influence of a faulty trans-
mission medium on the messages stored in the vector Vi of MAT i

DECi: the decision value of processorPi

Message Exchange Phase:
Round 1: Multicast the initial valuevi of Pi throughci TMs to other processors.

Receive valuesvj from other processorsPj connecting toPi via TMs.
Construct vector Vi from v′

js.
Round 2: Multicast the vector Vi to other processors.

Receive the vectors Vj sent by other processorsPj .
Construct MATi from Vj ’s.

Decision Making Phase:
Step 1: Take the majority value of each rowk of MAT i as MAJk.
Step 2: If (∃MAJi = ¬vi), then DECi = φ;

else if (∃MAJk =?) AND (vki = vi), then DECi = φ, else DECi = vi

and halt.

Fig. 2. The proposed protocol SFNP to solve theconsensus problem.
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Subsequently, an example of executing the SFNP protocol based on the network con-
figuration shown in Fig. 3(a) (cutting from Fig. 1) is illustrated as follows. In the first
round of message exchange, each processorPi multicasts its initial valuevi through con-
nected TMs to all other processors, where 1� i � n, and receives the initial value of
other processors as well. Then, each processor uses the received message to construct
vector Vi as shown in Fig. 3(b). If there is no connection, the value is indicated byλ.
In the second round of message exchange, each processor multicasts its vector Vi and
receives the vectors from other processors to construct the matrix MATi, as shown in
Fig. 3(c). Finally, the decision making phase takes the majority value of MATi to con-
struct the matrix MAJi, as shown in Fig. 3(d), and achieves the common value by MAJi.

3.2. Fault Tolerance Capability Analysis

According to literatures (Meyer and Pradhan, 1991; Siuet al., 1996), we may obtain a
protocol which can tolerate the transmission media faults in a system provided thatn >

3m+d andc > 2m+d, wheren is the total number of processors in the network,c is the
system connectivity,m is the number of malicious faults, andd is the number of dormant
faults (Meyer and Pradhan, 1991; Siuet al., 1996; Wanget al., 1995). However, the
results are not appropriate for the SFNet environment, as the SFNet grows continuously
by preferential attachment and each processor in the network may not have the same
number of edges. Therefore, the upper bound�(c + 1)/2� − 1 of allowable faulty TMs
in the previous research cannot correctly indicate the fault tolerance capability for the
SFNet.

To cope with the SFNet environment, the total number of malicious faultsm and that
of dormant faultsd are computed among processors by equations (2) and (3), respec-
tively. Letmi be the number of malicious faults connecting to processorPi, anddi be the

V1 V2 V3 V4 V5

0 1 λ 0 0
1 0 0 0 λ

λ 0 0 0 0
1 1 1 1 0
1 λ 1 0 1

Fig. 3(a) A SFNet Fig. 3(b) The vector received in the first round

Fig. 3. (a), (b). An example of reaching a common agreement in a SFNet (Cont’d).
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Messages received by processorP1
1 2 3 4 5

0 0 λ 0 0 0
1 0 λ 0 λ 0
λ 1 λ 0 0 =⇒ 0 =⇒ 0
1 0 λ 1 0 ?
1 λ λ 0 1 1

Messages received by processorP2
1 2 3 4 5
1 1 λ 0 λ 1
0 0 0 0 λ 0
λ 0 0 0 λ =⇒ 0 =⇒ 0
0 1 1 1 λ 1
0 λ 1 0 λ 0

Messages received by processorP3
1 2 3 4 5
λ 1 λ 0 0 0
λ 0 0 0 λ 0
λ 0 0 0 0 =⇒ 0 =⇒ 0
λ 1 1 1 0 1
λ λ 1 0 1 1

Messages received by processorP4
1 2 3 4 5
0 1 λ 0 1 ?
1 0 0 0 λ 0
λ 0 0 0 1 =⇒ 0 =⇒ 0
1 1 1 1 1 1
1 λ 1 0 0 ?

Messages received by processorP5
1 2 3 4 5
0 λ λ 1 0 0
1 λ 0 0 λ 0
λ λ 0 1 0 =⇒ 0 =⇒ 0
1 λ 1 0 0 ?
1 λ 1 1 1 1

Fig. 3(c) Fig. 3(d)
Construct the matrix MATi Take the majority value

Fig. 3. (c), (d). An example of reaching a common agreement in a SFNet.
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number of dormant faults connecting to processorPi. Then,

m =
n∑

i=1

mi/2 . . . (for 1 � i � n), (2)

d =
n∑

i=1

di/2 . . . (for 1 � i � n). (3)

According to the above equations, the previous result ofc > 2m + d is adjusted to
ci > 2mi + di, and the number of allowable fault transmission media for each processor
Pi can be analyzed according to the results forc-connectivity protocols.

In what follows, we use the example in Fig. 3 to illustrate how to compute the number
of allowable faulty TMs in our protocol. In this example,n = 5 because there are five
processors in the network. According to the network configuration,c1 = 3, c2 = 3, c3 =
3, c4 = 4, andc5 = 3. Meanwhile, there are

∑5
i=1 ci/2 = 8 TMs in this case. In general,

it is assumed that each processor only knows the connection state to its neighbors and we
merely use this information for the computation. We analyze its worst-case and best-case
scenarios as follows.

Worst Case:
The worst case occurs when faulty TMs focus on those processors that have the

minimum connectivity, such as processors P1 and P3 in Fig. 3(a). According to thec-
connectivity protocol (Meyer and Pradhan, 1991; Siuet al., 1996), thec-connectivity
network allows to tolerate at least�(c + 1)/2� − 1 faulty TMs. We assume thatft is
the total number of allowable faulty TMs in a SFNet environment, and cδ is the smallest
connectivity of the system. Because cδ = 3, the number of allowable faulty TMs in the
worst case is ft = �(cδ + 1)/2� − 1 = 1. That is, the system is unable to agree on a
common value as the number of faulty TMs is larger than 1.

Best Case:
The best case occurs when faulty TMs concentrate on those processors that have the

maximum connectivity, such as processor P4. According to thec-connectivity protocol
and the Theorem 4 in this paper, the maximum allowable number of faulty TMs is com-
puted by the following equation:

⌊ n∑
i=1

(�(ci + 1)/2� − 1)/2� = �(1 + 1 + 1 + 1 + 1)/2
⌋

= 2.

The result shows the allowable number of faulty TMs in the best case is 2, which
is different from that in the worst case. While the worst case result is the same as that
of prior research (Meyer and Pradhan, 1991; Siuet al., 1996), the best case result does
increase the allowable faulty TMs and enhance the fault tolerance capability.
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4. Correctness and Complexity

According to the constraints on agreement problem, the protocol SFNP must satisfy the
agreement and validity condition if the system reaches a common value. Thus, the follow-
ing lemmas and theorems are used to prove the correctness and complexity of protocol
SFNP.

Lemma 1. If there is a MAJj = ¬vi in MATi, then there is at least one processor with
an initial value which disagrees with vi in the SFNet environment.

Proof. The majority value in thekth row =¬vi means that there are at least�(n+1)/2�v′is
in thekth row (n is the number of processors). Since the number of faulty TMs is at most
�(n/2)� − 1, there exists at least one value¬vi received from a healthy transmission
medium. In other words, a processor has a disagreeable initial value.

Lemma 2. Let the initial value of processor Pi be vi and the TMij is healthy (not faulty),
then the majority value at the ith row in MATj should be vi.

Proof. Since TMij is healthy, the processorPj will receivevi from processorPi in the
first round andvij = vi in MAT j . Meanwhile, the valuevi of processorPi will be
broadcast to the others. There are at most�n/2� − 1 malicious faulty TMs in the system.
In the second round, processorPj receives at least (n − 1) − (�n/2� − 1) = �n/2�v′is
in the ith row of MATj . Hence, there are at least�n/2� + 1v′is in theith row, and the
majority value in theith row should be equal tovi.

Lemma 3. If the initial value of processor Pi is vi, whether the TMij is healthy or not,
the majority value at the ith row of MATj , 1 � j � n, should either be vi or not be able
to be determined with vij = ¬vi.

Proof. By Lemma 2, when TMij is healthy, the majority value of theith row in processor
Pj is vi, for 1� j � n. When TMij is under the influence of malicious fault, we consider
the following two cases after running the first round.

Case 1:vij = vi

Since there are at most�n/2�−1 malicious faulty TMs connected with processorPj ,
at most�n/2� − 1 values that may be¬v′is in the second round. The number ofv′is is
[(n − 1) − (�n/2� − 1)] + 1 = �n/2� + 1 in the ith row; therefore, the majority of the
ith row in MATi is vi.

Case 2:vij = ¬vi

There are at most�n/2�−1 malicious faulty TMs. Therefore, in the second round, the
total number of¬vi‘s does not exceed (�n/2� − 1) + 1 = �n/2� and the number ofvi‘s
is at least [(n−1)− (�n/2�−1)] = �n/2�. If n is an even number, then�n/2� = �n/2�,
the majority of theith row in MATj cannot be determined. Ifn is an odd number, then
�n/2� < �n/2�. Hence, the majority of theith row in MATj is vi.
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Lemma 4. If (¬∃MAJk = ¬vi) and {(∃MAJk =?) and (vki = vi)} in MATi, then
DECi = φ is healthy.

Proof. If MAJk does not exist or cannot be determined, there are exactlyn/2v′s and
n/2¬v′s in thekth row. Letvki = v in MAT i, then, alln/2¬v′s should be received in
the second round. Notably,�n/2�− 1 malicious faulty TMs are in the system. Therefore,
in the second round, processorPi at least receives a value from processorPk without any
disturbance. The initial value of processorPk should disagree with the initial value of
processorPi; hence it is healthy to choose DECi = φ.

If vki = ¬vi, we claim that¬vi ought to be passed by a faulty TM from processor
Pk, and the initial value of processor be¬vki = vi.

The next is to prove that if TMki is healthy, then the initial value of processorPk

should be¬vi. By Lemma 2, the majority value of thekth row in MATi is ¬vi. This is
contradictory to the condition of (¬∃MAJk = ¬vi).

If the initial value of processorPk was¬vi, then, by Lemma 3, MAJk either should
be¬vi or cannot be determined forvki = vi. It is a contradiction.

Theorem 1. SFNP is valid.

Proof. According to Lemmas 1, 2, 3, and 4, the validity of SFNP is confirmed.

Theorem 2. Protocol SFNP can reach a consensus.

Proof. (1) Agreement:
Part 1: If a healthy processor agrees onφ, then all healthy processors should agree on

φ.
If the healthy processorPp with initial valuevi agrees onφ, by Theorem 1, there is at

least a healthy processorPk with initial value¬vi in the environment. By Lemma 4, the
majority value in thekth row of MATj , 1 � j � n, should be either¬vi or ? (cannot be
determined) forvkj = vi. All healthy processors with initial valuevi agree on. Similarly,
for the healthy processorPp with initial value vi, the majority value of thepth row in
MAT j , 1 � j � n, either should bevi or cannot be determined with¬vij = vi. All
healthy processors with initial value¬vi agree onφ, too.

Part 2: If a healthy processor agrees onvi, then all healthy processors should agree on
vi.

If the healthy processorPi with initial value vi and DECi = vi, but there exists
some healthy processorPj , j �= i, which has DECj �= vi. Therefore, such a situation is
impossible. To demonstrate this impossibility, if DECj = φ, by Part 1, then DECi = φ.
This contradicts the above assumption.

If DECj = ¬vi, then the initial value of processorPj is ¬vi. Otherwise, it is im-
possible according to the definition ofconsensus problem. However, if the initial value
of processorPj is ¬vi, by Lemma 4, MAJi equals to¬vi or cannot be determined with
vji = vi in MAT i. Then, DECj = φ, which is a contradiction. Hence, all healthy proces-
sors should agree on the same value by the definition ofconsensus problem.
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(2) Validity:

To prove this case, the initial value of all processors should be the same. If there is a
value¬vi in MAT j , 1 � j � n, then the value must be attributed to a malicious faulty
transmission medium. There are at most�n/2�−1 malicious faulty transmission medias;
hence, there is at most�n/2� − 1¬vi‘s in each row. Since the value received in the first
round may be¬vi, the majority of each row for all MATj should bevi. Therefore, all
healthy processors should agree onvi.

Theorem 3. The most amount of information exchange by SFNP is O(n2).

Proof. In the first round, each processor sends out at most (n − 1) copies of its initial
value to the other processors. In the second round, ann-element vector is sent to the
other at mostn−1 processors in the environment; therefore, the total number of message
exchanges is at most (n− 1) + (n ∗ (n− 1)). This finding implies that the complexity of
information exchange is O(n2).

Theorem 4. The number of allowable faulty components of SFNP is �(cδ +1)/2�− 1 �
ft � �

∑n
i=1(�(ci + 1)/2� − 1)/2� in the SFNet configuration.

Proof. According to the prior literatures (Meyer and Pradhan, 1991; Siuet al., 1996)
on c-connectivity protocol, thec-connectivity network allows to tolerate at least�(c +
1)/2� − 1 faulty TMs. To cope with the SFNet configuration, we need to accumulate
different connectivity of each processor and compute the maximum number of faulty TMs
by equations (2) and (3). Thus, the allowable faulty TMs is within�(cδ + 1)/2� − 1 �
ft � �

∑n
i=1(�(ci + 1)/2� − 1)/2�.

5. Conclusion

The agreement problem is a fundamental problem in the distributed environment. The
problem has been studied by various kinds of network model in the past. According to
previous studies, the network topology plays an important role in this problem. Tradition-
ally, complex networks have been studied in a branch of mathematics known as graph
theory. However, the network topology developed in recent years (Barabási and Albert,
1999; Barabási, 1999; Barabási, 2000) shows a scale-free feature such that the previous
protocols cannot adapt to it. Therefore, this paper proposes a new protocol SFNP for the
scale-free network and finds its new bound on allowable faulty TMs. The SFNP protocol
redefines theconsensus problem in a real SFNet environment and can achieve a common
value if the conditionci > 2mi + di is satisfied. In addition, the maximum number of
allowable faulty TMs is improved from�(c + 1)/2� − 1 to�

∑n
i=1(�(ci + 1)/2� − 1)/2�.

According to our analysis, the new protocol SFNP is feasible to reach the agreement with
better fault tolerant capability in the real SFNet environment.
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Optimalus sutarimas bemači ↪u tinkl ↪u aplinkoje

Shu-Cing WANG, Kuo-Qin YAN, Mao-Lun CHIANG

Paskirstytose sistemose procesoriai turi sutarti bendras reikšmes, net jei kai kurie tinklo kom-
ponentai yra suged↪e. Yra reikšming↪u sutarimo problemos tyrim↪u reguliari↪u tinkl ↪u aplinkoje,
pavyzdžiui pilno sujungimo, globalaus paskleidimo tinkluose. Pastaruoju metu atsiranda daug
dideli ↪u suḋeting ↪u tinkl ↪u, deja esantys sutarimo protokolai nepajėgia susidoroti su nauja tinkl↪u
aplinka ir ḋel to sutarimo problema turi b̄uti peržīurėta. Šiame straipsnyje pasiūlytas naujas suta-
rimo protokolas, pritaikytas bemači ↪u tinkl ↪u aplinkai, ir išvestas jo leidžiam↪u klaid ↪u rėžis perdavimo
terṗems su dviem pranešim↪u pasikeitimo ciklais. Straipsnyje↪irodytas šio protokolo teisingumas ir
išanalizuotas suḋetingumas. Nustatyta, kad bematis tinklas su pasiūlytu sutarimo protokolu yra
patikimesnis perdavimo terpėms su klaidomis negu ankstesniais tyrimais pagr↪isti tinklai.


