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#### Abstract

Multicriteria sequencing problems with criteria ordered according to their importance are considered. Additional precedence and group technology constraints are imposed. We introduce a notion of a priority-generating vector function and suggest general techniques that form a base for the construction of polynomial time algorithms for numerous sequencing problems including all known polynomially solvable problems. A comprehensive survey of results for sequencing problems with ordered criteria is given as well
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## 1. Introduction

The paper considers some problems where optimal permutation with respect to several ordered criteria is to be found.

There are number of papers devoted to multi-criteria approach in sequencing and scheduling (see [5]). In such a situation we usually try to find a Pareto-optimum set of solutions and later a decision maker should choose from this set the best solution from his point of view. This choice may be done in different ways (see [25, 27]).

Sometimes a decision maker can order importance of criteria from his point of view in advance. In this case he can number the criteria in such a way that the first criterion is the most important, the second one is the most important among the others criteria and so on. For this situation a feasible solution will be optimal if it gives an optimum to the first criterion and among all optimal solutions with respect to the first criterion it gives also an optimal value to the second criterion and so on. It is easy to notice that the optimal solution for this case is one of the Pareto-optimum solutions.

The above approach is called an ordered criteria approach (see [21]) or lexicographic approach.

In this paper we consider sequencing problems with ordered criteria. In such problems the set of feasible solutions is a set of permutations of elements (e.g., jobs, tasks) of some finite set $N=\{1,2, \ldots, n\}$. Moreover we consider a situation that usually appears in production systems with group technology [8]. In this case a partition of set $N$ is given: $N=N_{1} \cup N_{2} \cup \ldots \cup N_{q}$. Each subset of this partition is partially ordered and a precedence relation is given over set $N_{0}=\left\{N_{1}, N_{2}, \ldots, N_{q}\right\}$. A permutation $\pi$ is feasible if all elements belonging to the same subset are situated in $\pi$ contiguously and a disposition of elements in $\pi$ doesn't contradict to the mentioned above partial orders (precedence relations). The aim is to find a feasible permutation that is optimal with respect to the ordered criteria approach.

It should be mentioned that sequencing problems are considered in different branches of operations research. Particularly, a number of scheduling problems (single-machine, permutation flow-shop problems) are naturally formulated in terms of optimizing functions over a set of permutations. In such problems a schedule is uniquely represented by a permutation.

Let us consider a practical situation where such an approach to a problem formulation seems very natural.

A system consisting of $q$ blocks, where each block contains several components, is inspected by sequentially applying tests to each component. The process of testing lasts until the first "defective" block is found or all components successfully pass their tests. There are restrictions on a possible sequence of component testing. First of all, the components of each block should be tested contiguously. Besides that there is given a precedence relation on the set of blocks and a precedence relation on the set of components of each block. These relations define possible sequences of testing. The existence of mentioned relations is caused by a mutual dependence of components inside their block as well as blocks inside the system.

For each component $i$ of the system we have a cost $w_{i}$ of its testing, a probability $\rho_{i}$ of successful passing its test and a time $t_{i}$ needed for testing. The tests are assumed to be statistically independent. So, for any feasible sequence $\pi=\left(i_{1}, i_{2}, \ldots, i_{n}\right)$ of components, value $Q\left(i_{r}\right)=\rho_{i_{1}} \rho_{i_{2}} \ldots \rho_{i_{r-1}}$ is the probability of the event that the component $i_{r}$ will be tested (here $Q\left(i_{1}\right)=1$ ). If components are tested according to sequence $\pi$ then an expected cost of testing the component $i_{r}$ is $w_{i_{r}} Q\left(i_{r}\right)$ and a total expected cost of the system testing is $F_{1}(\pi)=\sum_{k=1}^{n} w_{i_{k}} Q\left(i_{k}\right)$. Besides that we have an average completion time of component testing: $F_{2}(\pi)=\frac{1}{n} \sum_{k=1}^{n} \sum_{l=1}^{k} t_{i_{l}}$, where $\sum_{l=1}^{k} t_{i_{l}}$ is the completion time of component $i_{k}$ testing.

If we know, for example, that minimizing total expected cost is the most important for us and besides that we would like to minimize the average completion time of component testing then we have a typical problem with two ordered criteria, group technology and precedence constraints.

It should be noted that a single-criterion case of the above problem without group technology and precedence constraints, where $F(\pi)=F_{1}(\pi)$, was discussed in [15] and [14]. In [14] an $O(n \operatorname{logn})$ algorithm was proposed.

In the paper we give a review of results on ordered criteria approach in scheduling and describe new results in this field concerning to the development of polynomial time algorithms for sequencing problems with ordered criteria. Our main approach is to adapt techniques developed for single-criterion problems. Besides that we extend these techniques for solving problems with group technology constraints.

The rest of the paper is organized as follows. In Section 2 we give the main problem formulation and a survey of previous results. Section 3 is devoted to the consideration of so-called priority-generating vector functions. We introduce a notion of a prioritygenerating vector function as a generalization of the corresponding notion for scalar functions and give examples of such functions. Here we give also a sufficient condition for a vector function to be priority-generating. In Section 4 polynomial time algorithms for minimizing priority-generating functions on sets of permutations that are feasible with respect to group technology and precedence constraints are given. In Section 5 we consider a special case of the main problem, without group technology or precedence constraints. In Section 6 a rather restricted situation is described where most important criteria are maximal costs and less important ones are so-called non-adjacent prioritygenerating functions. Some concluding remarks are given in Section 7.

## 2. Problem Formulation

In this section we formulate a multi-criteria sequencing problem where criteria are ordered in decreasing of their importance and a set of feasible sequences (permutations) is determined by group technology constraints and precedence relations. We give also a survey of earlier obtained results for sequencing problems with ordered criteria.

Let us introduce the relation $\leqslant$ defined on the set of vectors from $\mathbb{R}^{m}$. For vectors $x=\left(x_{1}, x_{2}, \ldots, x_{m}\right)$ and $y=\left(y_{1}, y_{2}, \ldots, y_{m}\right)$ from $\mathbb{R}^{m}$ we shall write
$x=y$ if and only if $x_{i}=y_{i}, i=1,2, \ldots, m$,
$x<y$ if and only if there exists an index $k, 1 \leqslant k \leqslant m$, such that $x_{k}<y_{k}$ and $x_{l}=y_{l}$ for all $l<k$,
$x \leqslant y$ if and only if $x<y$ or $x=y$.
This relation is usually called a lexicographic order. Further we compare vectors only with respect to the lexicographic order.

Let $P_{n}$ be the set of all permutations of elements of a finite set $N=\{1,2, \ldots, n\}$. Set $N$ is partitioned on $q$ subsets (groups): $N=N_{1} \cup N_{2} \cup \ldots \cup N_{q}, N_{l} \cap N_{k}=\emptyset$ for $l \neq k$. There is a precedence relation $\xrightarrow{k}$ defined for each subset $N_{k}$ and represented by an acyclic directed graph $G_{k}=\left(N_{k}, U_{k}\right)$. There is also a precedence relation $\xrightarrow{0}$ defined over set $N_{0}=\left\{N_{1}, N_{2}, \ldots, N_{q}\right\}$ and represented by an acyclic directed graph $G_{0}=\left(N_{0}, U_{0}\right)$.

Permutation $\pi=\left(i_{1}, i_{2}, \ldots, i_{n}\right), i_{\nu} \in N, \nu=1,2, \ldots, n$, is called feasible if the following conditions hold:
(a) for any $k \in\{1,2, \ldots, q\}$ conditions $i_{\nu}, i_{\mu} \in N_{k}$ and $\nu<\mu$ imply $i_{j} \in N_{k}$ for every $\nu<j<\mu$ (i.e., elements from the same group should be situated contiguously in every feasible permutation);
(b) for any $k \in\{1,2, \ldots, q\}$ conditions $i_{\nu}, i_{\mu} \in N_{k}$ and $i_{\nu} \xrightarrow{k} i_{\mu}$ imply $\nu<\mu$ (i.e., a mutual disposition of elements of any group $k$ should not contradict to the relation $\xrightarrow{k}$ );
(c) for any $k, l \in\{1,2, \ldots, q\}, k \neq l$, conditions $i_{\nu} \in N_{k}, i_{\mu} \in N_{l}$ and $N_{k} \xrightarrow{0} N_{l}$ imply $\nu<\mu$ (i.e., a mutual disposition of elements from different groups should not contradict to the relation $\xrightarrow{0}$ ).

Denote a set of all feasible permutations by $P_{n}\left(G_{0}, G_{1}, \ldots, G_{q}\right)$.
Let functions $F_{1}(\pi), F_{2}(\pi), \ldots, F_{m}(\pi)$ be defined on such a set $P^{\prime}$ that $P_{n}\left(G_{0}, G_{1}, \ldots, G_{q}\right) \subseteq P^{\prime}$. Consider the following sequencing problem.

Problem 1. For a vector function $\Phi(\pi)=\left(F_{1}(\pi), F_{2}(\pi), \ldots, F_{m}(\pi)\right)$ defined over a set $P^{\prime}$ it is necessary to find such a permutation $\pi^{*}$ that

$$
\pi^{*} \in P_{n}\left(G_{0}, G_{1}, \ldots, G_{q}\right)
$$

and

$$
\Phi\left(\pi^{*}\right)=\min \left\{\Phi(\pi): \pi \in P_{n}\left(G_{0}, G_{1}, \ldots, G_{q}\right)\right\}
$$

The permutation $\pi^{*}$ is called optimal.
Since we search the minimum of the function $\Phi(\pi)$ in the lexicographic sense then Problem 1 is usually called a lexicographic sequencing problem.

Problem 1 is in fact a multi-criteria problem with criteria ordered in decreasing of their importance. The function $F_{1}(\pi)$ is the most important and the permutation $\pi^{*}$ minimizes $F_{1}(\pi)$ on the initial set $P_{n}\left(G_{0}, G_{1}, \ldots, G_{q}\right)$. The function $F_{2}(\pi)$ is the most important among the functions $F_{2}(\pi), \ldots, F_{m}(\pi)$, i.e., $\pi^{*}$ minimizes it on the subset of $P_{n}\left(G_{0}, G_{1}, \ldots, G_{q}\right)$, which consists of all optimal with respect to $F_{1}(\pi)$ permutations, and so on.

Some special cases of the formulated general problem were considered in scheduling theory earlier. Now we give a survey of them.

We use common for scheduling theory notions. We call elements of $N$ by jobs. Each job has a processing time $t_{i}, a$ weight $w_{i}$ or a non-decreasing penalty function $\varphi_{i}$ or $\psi_{i}$ and a due date $d_{i}$. For a given schedule that is represented by a permutation $\pi=$ $\left(i_{1}, i_{2}, \ldots, i_{n}\right)$ we can compute for each job $i \in N$ the following parameters:

- the completion time $C_{i}(\pi)$ : if $i=i_{k}$ then $C_{i}(\pi)=C_{i_{k}}=\sum_{l=1}^{k} t_{i_{l}}$,
- the lateness $L_{i}(\pi)=C_{i}(\pi)-d_{i}$,
- the tardiness $T_{i}(\pi)=\max \left\{0, C_{i}(\pi)-d_{i}\right\}$,
- the unit penalty $U_{i}(\pi)=0$ if $C_{i}(\pi) \leqslant d_{i}$ and $U_{i}(\pi)=1$ if $C_{i}(\pi)>d_{i}$.

We use usual three-field notations $\alpha|\beta| \gamma$ for scheduling problems (see, e.g., [12]). Single-machine problems are considered in the paper. Therefore the first field $\alpha$ specifying the machine environment equals " 1 ".

The second field describes grouping constraints and precedence relations, which are defined either over set $N$ or over its subsets. If this field is empty it means that there are
no precedence relations or grouping constraints. If $\beta=G$ then there are no grouping constraints but there is a precedence relation over set $N$ that is determined by an acyclic directed graph $G$. Here $G=C$ denotes that graph $G$ is a chain. Notation $G_{0}, G_{1}, \ldots, G_{q}$ in the second field means that we have a general problem (with $q$ groups and precedence relations) over set $P_{n}\left(G_{0}, G_{1}, \ldots, G_{q}\right)$.

The third field is used for the description of objective functions (in the decreasing order of their importance). As it was mentioned, we consider problems where all objective functions should be minimized and therefore the notation $\left(F_{1}, F_{2}, \ldots, F_{m}\right)$ in the field $\gamma$ means that a vector function

$$
\left(F_{1}(\pi), F_{2}(\pi), \ldots, F_{m}(\pi)\right)
$$

is to be minimized. We usually omit arguments of functions in this field. Here we consider the following types of objective functions, which are most commonly investigated in scheduling:

```
\(L_{\text {max }}=\max \left\{L_{i}: i \in N\right\}\),
\(T_{\max }=\max \left\{T_{i}: i \in N\right\}\),
\(\max \varphi_{i}\left(C_{i}\right)=\max \left\{\varphi_{i}\left(C_{i}\right): i \in N\right\}\),
\(\sum C_{i}=\sum_{i \in N} C_{i}\),
\(\sum w_{i} C_{i}=\sum_{i \in N} w_{i} C_{i}\),
\(\sum T_{i}=\sum_{i \in N} T_{i}\),
\(\sum w_{i} T_{i}=\sum_{i \in N} w_{i} T_{i}\),
\(\sum U_{i}=\sum_{i \in N} U_{i}\).
```

One of the first results for a problem with ordered criteria was an $\mathrm{O}\left(n^{2}\right)$ algorithm by Smith [26] for the problem
$1 \|\left(C_{i} \leqslant d_{i}, \sum C_{i}\right)$.
Below we give a list of polynomially solvable problems.
$1 \|\left(T_{\max }, \sum C_{i}\right)-\mathrm{O}\left(n^{2}\right)-[9]$,
$1 \|\left(\max \varphi_{i}\left(C_{i}\right), \sum C_{i}\right)-\mathrm{O}\left(n^{2}\right)-[6]$,
$1 \|\left(\max \varphi_{i}\left(C_{i}\right), \max \psi_{i}\left(C_{i}\right)\right)-\mathrm{O}\left(n^{2}\right)-[33]$,
$1\left|G: i \rightarrow j \Rightarrow t_{i} \leqslant t_{j}\right|\left(\max \varphi_{i}\left(C_{i}\right), \sum \psi\left(C_{i}\right)\right)-\mathrm{O}\left(n^{2}\right)-[33]$, where $\psi$ is a common for all jobs non-decreasing penalty function,
$1 \|\left(\sum w_{i} C_{i}, T_{\max }\right)-\mathrm{O}(n \log n)-[4]$,
$1 \|\left(\sum w_{i} C_{i}, \sum U_{i}\right)-\mathrm{O}(n \log n)-[4]$.
$N P$-hardiness of problem
$1 \|\left(C_{i} \leqslant d_{i}, \sum w_{i} C_{i}\right)$ is established by Brucker, Lenstra and Rinnooy Kan in [2] and its $N P$-hardiness in the strong sense - by the same authors in [13]. The obvious extension of this result is $N P$-hardiness in the strong sense of problems
$1 \|\left(\gamma_{1}, \sum w_{i} C_{i}\right)$ where $\gamma_{1} \in\left\{T_{\max }, \sum U_{i}, \sum T_{i}\right\}$.
Chen and Bulfin [4] established $N P$-hardiness of the following problems:
$1 \|\left(\sum w_{i} C_{i}, \gamma_{2}\right)$ where $\gamma_{2} \in\left\{\sum w_{i} U_{i}, \sum T_{i}\right\}$,
$1 \|\left(T_{\max }, \gamma_{2}\right)$ where $\gamma_{2} \in\left\{\sum w_{i} U_{i}, \sum T_{i}\right\}$,
$1 \|\left(\sum U_{i}, \gamma_{2}\right)$ where $\gamma_{2} \in\left\{\sum w_{i} T_{i}, \sum C_{i}\right\}$.
They established also $N P$-hardiness in the strong sense of problems
$1 \|\left(\gamma_{1}, \sum w_{i} T_{i}\right)$ where $\gamma_{1} \in\left\{\sum w_{i} C_{i}, T_{\max }\right\}$.
It should be noted that two-criteria problems are evidently $N P$-hard ( $N P$-hard in the strong sense) if the corresponding single-criterion problem with the first criterion is $N P$ hard ( $N P$-hard in the strong sense). Problem $1 \|\left(\sum w_{i} T_{i}, \gamma_{2}\right)$ gives an example of such a situation. It is interesting that the replacement of the "first criterion" by the "second criterion" in the above proposition is not valid. Yuan and Zhao [32] showed, for example, that problem $1 \|\left(\sum w_{i} C_{i}, \sum w_{i} T_{i}\right)$ is pseudo-polynomially solvable though problem $1 \| \sum w_{i} T_{i}$ is strongly $N P$-hard. They established also pseudo-polynomial solvability of problem $1 \|\left(\sum w_{i} C_{i}, \sum w_{i} U_{i}\right)$.

There are some results on construction of branch and bound schemes and algorithms for finding a local optimum. Bansal [1] and Shantikumar [24] proposed branch and bound algorithms for problems $1 \|\left(C_{i} \leqslant d_{i}, \sum w_{i} C_{i}\right)$ and $1 \|\left(\sum U_{i}, T_{\max }\right)$, respectively. For problem $1 \|\left(C_{i}-d_{i} \leqslant C, \sum w_{i} C_{i}\right)$, where $C \geqslant 0$ is a given number, an algorithm by Burns [3] gives a local optimum. Here permutation $\pi$ is said to be a local optimum if it cannot be "improved" by a transposition of any two elements (not necessary neighboring). For problem $1 \|\left(T_{\max }, \sum w_{i} C_{i}\right)$, which is a special case of the previous one, Miyazaki [16] proposed an algorithm for finding a local optimum as well. He obtained also sufficient conditions under which his algorithm gives a global optimum.

In our paper we develop polynomial time algorithms for several sequencing problems with ordered criteria where the set of feasible permutations is $P_{n}\left(G_{0}, G_{1}, \ldots, G_{q}\right)$. We adjust techniques developed for single-criterion problems to solve problems with ordered criteria.

## 3. Priority-Generating Vector Functions

In this section we introduce the notion of a priority-generating vector function, describe sufficient conditions under which a vector function is priority-generating and give examples of such functions. The next section delivers algorithms for solving our main Problem (Problem 1) when the vector objective function is priority-generating on set $P_{n}\left(G_{0}, G_{1}, \ldots, G_{q}\right)$.

Let $\hat{P}$ be a set of all permutations $\pi_{r}=\left(i_{1}, i_{2}, \ldots, i_{r}\right), r=0,1, \ldots, n$, of the elements of a set $N=\{1,2, \ldots, n\}$. Here $r$ is the length of a permutation $\pi_{r},\left\{\pi_{0}\right\}=$ $\emptyset$ and $\{\pi\}$ denotes the set of all elements, which the permutation $\pi$ consists of. For a permutation set $P \subseteq \hat{P}$ we denote by $S[P]$ the set of all subpermutations or strings from $P$, i.e., $\pi^{\prime} \in S[P]$ if and only if there exist $\sigma, \chi \in \hat{P}$ such that $\left(\sigma, \pi^{\prime}, \chi\right) \in P$.

Suppose that for a vector function $\Phi(\pi)$ defined over a set $P^{\prime} \subseteq \hat{P}$ there exists a function $\omega(\pi)$ (scalar or vector), defined over set $S[P], P \subseteq P^{\prime}$, and possessing the following property: for any $\alpha, \beta \in S[P]$ and any permutations $\pi^{\prime}=(\sigma, \alpha, \beta, \chi)$ and $\pi^{\prime \prime}=(\sigma, \beta, \alpha, \chi)$ such that $\pi^{\prime}, \pi^{\prime \prime} \in P$, the inequality $\omega(\alpha)>\omega(\beta)$ implies $\Phi\left(\pi^{\prime}\right) \leqslant$ $\Phi\left(\pi^{\prime \prime}\right)$ and equality $\omega(\alpha)=\omega(\beta)$ implies $\Phi\left(\pi^{\prime}\right)=\Phi\left(\pi^{\prime \prime}\right)$.

In this case we say that $\Phi(\pi)$ is a priority-generating on $P$ vector function and $\omega(\pi)$ is its priority function.

Function $\omega(\pi)$ is called a strong priority function if in the above definition $\omega(\alpha)>$ $\omega(\beta)$ implies $\Phi\left(\pi^{\prime}\right)<\Phi\left(\pi^{\prime \prime}\right)$. In this case we say that $\Phi(\pi)$ is a strong priority-generating on $P$ vector function.

The notion of a priority-generating vector function is a natural generalization of the notion of a priority-generating function, introduced by Shafransky [22] see also [7, $28,29]$. These notions coincide when $m=1$. Note also that the notion of a prioritygenerating function is close to the notions of a function possessing an adjacent sequence interchange property [18, 17] and a function admitting a string interchange relation [11]. Priority-generating functions play an important role in scheduling theory. Many spectacular results are obtained while optimizing priority-generating functions over a certain set $P \subseteq P_{n}$ of permutations (see, e.g., $[28,29]$.

Let us consider examples of single-criterion problems that can be reduced to minimizing priority-generating functions.

Example 1. The jobs of a set $N$ are processed on a single machine starting at time $t=$ 0 . Preemption is not allowed, and at most one job is processed at a time. The processing time of a job $i$ depends on the starting time $t_{i}^{0}$ of its processing and equals $t_{i}=a_{i} t_{i}^{0}+$ $b_{i}, a_{i}>0, b_{i}>0, i=1,2, \ldots, n$. It is required to find a job processing sequence (i.e., a permutation $\pi$ of $P \subseteq P_{n}$ ) that minimizes the makespan $F(\pi)=\sum_{i=1}^{n} t_{i}$.

We show that the function $F(\pi)$ is strong priority-generating over set $P_{n}$ with the priority function

$$
\begin{equation*}
\omega(\pi)=\Psi(\pi) / F(\pi) \tag{1}
\end{equation*}
$$

where $\pi=\left(i_{1}, i_{2}, \ldots, i_{r}\right)$ and $\Psi\left(\pi_{0}\right)=0, \Psi(\pi)=\sum_{k=1}^{r} a_{i_{k}}\left(1+\tau_{i_{k}}\right), \tau_{i_{1}}=0$, $\tau_{i_{k}}=\sum_{l=1}^{k-1} a_{i_{l}}\left(1+\tau_{i_{l}}\right), k>1$.

Let $E(\pi, T)$ denote the makespan for the jobs of the set $\{\pi\}$ processed according to the sequence $\pi$, provided that the processing of the first job starts at time $T$, i.e., $t_{i_{1}}^{0}=T$. Then $E(\pi, T)=F(\pi)+T \Psi(\pi)$. Indeed, let us use an induction over the length of the permutation $\pi$. For $|\{\pi\}|=1$ the correctness of the equality is evident. Suppose, the equality holds for $|\{\pi\}|=k, k \geqslant 1$, and prove that it holds for $|\{\pi\}|=k+1$. Let $\pi=\left(\pi^{\prime}, i_{k+1}\right)$, where $\left|\left\{\pi^{\prime}\right\}\right|=k$. We have $E(\pi, T)=E\left(\pi^{\prime}, T\right)+\left(T+E\left(\pi^{\prime}, T\right)\right) a_{i_{k+1}}+$ $b_{i_{k+1}}=E\left(\pi^{\prime}, T\right)\left(1+a_{i_{k+1}}\right)+T a_{i_{k+1}}+b_{i_{k+1}}=F\left(\pi^{\prime}\right)+T \Psi\left(\pi^{\prime}\right)+F\left(\pi^{\prime}\right) a_{i_{k+1}}+$ $T \Psi\left(\pi^{\prime}\right) a_{i_{k+1}}+T a_{i_{k+1}}+b_{i_{k+1}}=F(\pi)+T\left[\Psi\left(\pi^{\prime}\right)\left(1+a_{i_{k+1}}\right)+a_{i_{k+1}}\right]$. On the other hand, $\Psi(\pi)=\Psi\left(\pi^{\prime}\right)+a_{i_{k+1}}\left(1+\tau_{i_{k+1}}\right)=\Psi\left(\pi^{\prime}\right)+a_{i_{k+1}}\left[1+\sum_{l=1}^{k} a_{i_{l}}\left(1+\tau_{i_{l}}\right)\right]=$ $a_{i_{k+1}}\left[1+\Psi\left(\pi^{\prime}\right)\right]+\Psi\left(\pi^{\prime}\right)=\Psi\left(\pi^{\prime}\right)\left[1+a_{i_{k+1}}\right]+a_{i_{k+1}}$. Thus, $E(\pi, T)=F(\pi)+T \Psi(\pi)$.

Since we have $F(\sigma, \alpha, \beta, \chi)=F(\sigma)+E(\alpha, F(\sigma))+E(\beta, F(\sigma, \alpha))+E(\chi, F(\sigma, \alpha, \beta))$, the relation $F(\sigma, \alpha, \beta, \chi) \leqslant F(\sigma, \beta, \alpha, \chi)$ holds if and only if

$$
\begin{aligned}
& E(\alpha, F(\sigma))+E(\beta, F(\sigma, \alpha))+E(\chi, F(\sigma, \alpha, \beta)) \\
& \quad \leqslant E(\beta, F(\sigma))+E(\alpha, F(\sigma, \beta))+E(\chi, F(\sigma, \beta, \alpha)) .
\end{aligned}
$$

The latter inequality is equivalent to $[1+\Psi(\chi)][\Psi(\alpha) F(\beta)-\Psi(\beta) F(\alpha)] \geqslant 0$. Since $\Psi(\chi) \geqslant 0$, it follows that (1) is the desired priority function. Moreover, it is clear that this priority function is strong.

EXAMPLE 2. The jobs of a set $N$ are processed on a single machine starting at time $t=0$. For each job $i$, the processing time $t_{i}>0$ and the function $\varphi_{i}(t)$ of the cost to be "paid" for having that job completed at time $t$ are given. Preemption is not allowed, and at most one job is processed at a time. It is required to find a feasible (in a certain sense) job processing sequence $\pi \in P \subseteq P_{n}$, for which either the maximal processing cost

$$
\begin{equation*}
F(\pi)=\max \left\{\varphi_{i}\left(C_{i}(\pi)\right): i \in N\right\} \tag{2}
\end{equation*}
$$

or the total processing cost

$$
\begin{equation*}
F(\pi)=\sum_{i=1}^{n} \varphi_{i}\left(C_{i}(\pi)\right) \tag{3}
\end{equation*}
$$

is minimal.
Let us find conditions when the function (2) is priority-generating on $P_{n}$. Denote $E_{i}(\pi, T)=\varphi_{i}\left(C_{i}(\pi)+T\right)$ and $t(\pi)=\sum_{i \in\{\pi\}} t_{i}$. For $\pi^{\prime}=(\sigma, \alpha, \beta, \chi)$ and $\pi^{\prime \prime}=$ $(\sigma, \beta, \alpha, \chi)$ consider the inequality $F\left(\pi^{\prime}\right) \leqslant F\left(\pi^{\prime \prime}\right)$ which holds if

$$
\begin{aligned}
& \max _{i \in\{\alpha\}, j \in\{\beta\}}\left\{E_{i}(\alpha, t(\sigma)), E_{j}(\beta, t(\sigma)+t(\alpha))\right\} \\
& \quad \leqslant \max _{i \in\{\alpha\}, j \in\{\beta\}}\left\{E_{j}(\beta, t(\sigma)), E_{i}(\alpha, t(\sigma)+t(\beta))\right\} .
\end{aligned}
$$

This inequality holds if

$$
\max _{j \in\{\beta\}}\left\{E_{j}(\beta, t(\sigma)+t(\alpha))\right\} \leqslant \max _{i \in\{\alpha\}}\left\{E_{i}(\alpha, t(\sigma)+t(\beta))\right\}
$$

or, equivalently,

$$
\begin{equation*}
\max _{j \in\{\beta\}}\left\{E_{j}(\beta, T-t(\beta))\right\} \leqslant \max _{i \in\{\alpha\}}\left\{E_{i}(\alpha, T-t(\alpha))\right\}, \tag{4}
\end{equation*}
$$

where $T=t(\sigma)+t(\alpha)+t(\beta)$.
a) Let $\varphi_{i}(t), i=1,2, \ldots, n$, satisfy the condition that $\varphi_{i}(0) \leqslant \varphi_{j}(0)$ implies $\varphi_{i}(t) \leqslant \varphi_{j}(t)$ for any $t$. Then the inequality (4) is equivalent to

$$
\max _{j \in\{\beta\}}\left\{E_{j}(\beta,-t(\beta))\right\} \leqslant \max _{i \in\{\alpha\}}\left\{E_{i}(\alpha,-t(\alpha))\right\},
$$

and we can choose

$$
\begin{equation*}
\omega(\pi)=\max _{i \in\{\pi\}}\left\{\varphi_{i}\left(C_{i}(\pi)-\sum_{i \in\{\pi\}} t_{i}\right)\right\} . \tag{5}
\end{equation*}
$$

b) Let $\varphi_{i}(t)=\varphi\left(t-d_{i}\right), i=1,2, \ldots, n$, where $\varphi(x)$ is a non-decreasing function. In this case functions $\varphi_{i}(t)$ satisfy the conditions from item a) and we can use the inequality

$$
\max _{j \in\{\beta\}}\left\{E_{j}(\beta,-t(\beta))\right\} \leqslant \max _{i \in\{\alpha\}}\left\{E_{i}(\alpha,-t(\alpha))\right\}
$$

It is equivalent to

$$
\max _{j \in\{\beta\}}\left\{\varphi\left(C_{j}(\beta)-t(\beta)-d_{j}\right)\right\} \leqslant \max _{i \in\{\alpha\}}\left\{\varphi\left(C_{i}(\alpha)-t(\alpha)-d_{i}\right)\right\} .
$$

The latter inequality holds if

$$
\max _{j \in\{\beta\}}\left\{C_{j}(\beta)-t(\beta)-d_{j}\right\} \leqslant \max _{i \in\{\alpha\}}\left\{C_{i}(\alpha)-t(\alpha)-d_{i}\right\}
$$

or $L_{\max }(\beta)-t(\beta) \leqslant L_{\max }(\alpha)-t(\alpha)$. Therefore,

$$
\begin{equation*}
\omega(\pi)=L_{\max }(\pi)-\sum_{i \in\{\pi\}} t_{i} \tag{6}
\end{equation*}
$$

c) Let $\varphi_{i}(t)=a t+w_{i}, i=1,2, \ldots, n$, where $a$ is a real number. It is easy to check that the same argumentation gives the following formula for the priority function

$$
\begin{equation*}
\omega(\pi)=\max _{i \in\{\pi\}}\left\{a C_{i}(\pi)+w_{i}\right\}-a \sum_{i \in\{\pi\}} t_{i} . \tag{7}
\end{equation*}
$$

d) Let $\varphi_{i}(t)=w_{i} \exp (\gamma t), \gamma \neq 0, i=1,2, \ldots, n$. Then the function (2) is priority-generating as well and its priority function is

$$
\begin{equation*}
\omega(\pi)=\max _{i \in\{\pi\}}\left\{w_{i} \exp \left(\gamma C_{i}(\pi)\right)\right\} / \exp \left(\gamma \sum_{i \in\{\pi\}} t_{i}\right) . \tag{8}
\end{equation*}
$$

All the priority functions (5)-(8) are not strong.
The function (3) is priority-generating in the following cases (we give here formulas for priority functions without proofs; they may be found in [28, 29].
a) Let $\varphi_{i}(t)=w_{i} t+b_{i}$, where $b_{i}, i=1,2, \ldots, n$, are real numbers. In this case a strong priority function for the function (3) is given by the formula

$$
\begin{equation*}
\omega(\pi)=\left(\sum_{i \in\{\pi\}} w_{i}\right) /\left(\sum_{i \in\{\pi\}} t_{i}\right) . \tag{9}
\end{equation*}
$$

b) Let $\varphi_{i}(t)=w_{i} \exp (\gamma t)+b_{i}, \gamma \neq 0, i=1,2, \ldots, n$. Then the function (3) is strong priority-generating and its priority function is

$$
\begin{equation*}
\omega(\pi)=\left(F(\pi)-\sum_{i \in\{\pi\}} b_{i}\right) /\left(\exp \left(\gamma \sum_{i \in\{\pi\}} t_{i}\right)-1\right) . \tag{10}
\end{equation*}
$$

Example 3. Let for every element $i \in N$ numbers $w_{i} \geqslant 0$ and $0<\rho_{i}<1$ be given. For $\pi=\left(i_{1}, i_{2}, \ldots, i_{r}\right) \in \hat{P}$ consider the following function (see an example with the system testing from the introduction, the first criterion)

$$
\begin{equation*}
F(\pi)=\sum_{k=1}^{r} w_{i_{k}}\left(\prod_{l=1}^{k-1} \rho_{i_{l}}\right) \quad \text { for } r>1 \quad \text { and } \quad F(\pi)=w_{i_{1}} \text { for } r=1 \tag{11}
\end{equation*}
$$

Function (11) is strong priority-generating on $\widehat{P}$ and its priority function is given by the formula

$$
\begin{equation*}
\omega(\pi)=F(\pi) /\left(\prod_{i \in\{\pi\}} \rho_{i}-1\right) \tag{12}
\end{equation*}
$$

Indeed, let $\pi^{\prime}=(\sigma, \alpha, \beta, \chi), \pi^{\prime \prime}=(\sigma, \beta, \alpha, \chi)$ and $\rho(\pi)=\prod_{i \in\{\pi\}} \rho_{i}, \rho(\pi)=1$ if $\{\pi\}=\emptyset$. Then $F\left(\pi^{\prime}\right) \leqslant F\left(\pi^{\prime \prime}\right)$ is equivalent to $\rho(\sigma) F(\alpha)+\rho(\sigma) \rho(\alpha) F(\beta) \leqslant$ $\rho(\sigma) F(\beta)+\rho(\sigma) \rho(\beta) F(\alpha)$ or $(1-\rho(\beta)) F(\alpha) \leqslant(1-\rho(\alpha)) F(\beta)$. The latter relation gives the formula (12).

Some other examples of priority-generating functions may be found in [28, 29].
Now we consider sufficient conditions under which a vector function, composed of priority-generating scalar functions, is priority-generating.

Theorem 1. A vector function $\Phi(\pi)=\left(F_{1}(\pi), \ldots, F_{m}(\pi)\right)$ is priority-generating on $P$ if each of the functions $F_{1}(\pi), \ldots, F_{m-1}(\pi)$ is strong priority-generating on $P$ and $F_{m}(\pi)$ is priority-generating on $P$. If $F_{m}(\pi)$ is strong as well then $\Phi(\pi)$ is strong priority-generating on $P$.

Proof. Let $\omega_{k}(\pi), k \in\{1,2, \ldots, m\}$, be a priority function for $F_{k}(\pi)$ (strong for $k \leqslant m-1$ ). Define a function $\omega(\pi)$ over set $S[P]$ in the following way: $\omega(\pi)=$ $\left(\omega_{1}(\pi), \omega_{2}(\pi), \ldots, \omega_{m}(\pi)\right)$ for $\pi \in S[P]$.

Show that the function $\omega(\pi)$ is a priority function for $\Phi(\pi)$. Suppose that $\alpha, \beta \in S[P]$ and $\pi^{\prime}, \pi^{\prime \prime} \in P$, where $\pi^{\prime}=(\sigma, \alpha, \beta, \chi), \pi^{\prime \prime}=(\sigma, \beta, \alpha, \chi)$. Let $\omega(\alpha)>\omega(\beta)$. Then there exists $k, 1 \leqslant k \leqslant m$, such that $\omega_{k}(\alpha)>\omega_{k}(\beta)$ and $\omega_{l}(\alpha)=\omega_{l}(\beta)$ for all $l<k$. If $k<m$ then $F_{l}\left(\pi^{\prime}\right)=F_{l}\left(\pi^{\prime \prime}\right)$ for $l=1,2, \ldots, k-1$ and $F_{k}\left(\pi^{\prime}\right)<F_{k}\left(\pi^{\prime \prime}\right)$ since $F_{j}(\pi)$ are strong priority generating functions for $j<m$. So we have $\Phi\left(\pi^{\prime}\right)<\Phi\left(\pi^{\prime \prime}\right)$. If $k=m$, then $\omega(\alpha)>\omega(\beta)$ implies $\Phi\left(\pi^{\prime}\right) \leqslant \Phi\left(\pi^{\prime \prime}\right)$. In any case $\omega(\alpha)>\omega(\beta)$ implies $\Phi\left(\pi^{\prime}\right) \leqslant \Phi\left(\pi^{\prime \prime}\right)$. It is evident also that $\omega(\alpha)=\omega(\beta)$ implies $\Phi\left(\pi^{\prime}\right)=\Phi\left(\pi^{\prime \prime}\right)$.

Therefore $\omega(\pi)$ is a priority function for $\Phi(\pi)$ and $\Phi(\pi)$ is a priority-generating on $P$ vector function. It is easy to see that $\Phi(\pi)$ is strong priority-generating on $P$ if $F_{m}(\pi)$ has a strong priority function on $S[P]$.

Theorem 1 enables us to obtain priority-generating vector functions when having scalar priority-generating functions. For example, a vector function composed of functions (11) and (3) when $\phi_{i}(t)=w_{i} t+b_{i}$ is the objective function for the system testing problem from the introduction. This function is strong priority-generating on set $P_{n}$ since both mentioned scalar functions are strong priority-generating on this set.

Let us consider two other classes of vector functions close to priority-generating functions.

Suppose that for a function $\Phi(\pi)$ there exists a function $\omega^{(1)}(i)$ defined over set $N$ and possessing the following property: for any $i, j \in N$ and any permutations $\pi^{\prime}=(\sigma, i, j, \chi)$ and $\pi^{\prime \prime}=(\sigma, j, i, \chi)$ such that $\pi^{\prime}, \pi^{\prime \prime} \in P$, the inequality $\omega^{(1)}(i)>\omega^{(1)}(j)$ implies $\Phi\left(\pi^{\prime}\right) \leqslant \Phi\left(\pi^{\prime \prime}\right)$ and $\omega^{(1)}(i)=\omega^{(1)}(j)$ implies $\Phi\left(\pi^{\prime}\right)=\Phi\left(\pi^{\prime \prime}\right)$. In this case $\omega^{(1)}(i)$ is called 1-priority function and $\Phi(\pi)$ is called 1-priority-generating on $P$ vector function.

Let us introduce also a notion of a non-adjacent priority-generating function. A function $\Phi(\pi)$ is non-adjacent priority-generating if there exists a function $\omega^{(N A)}(i)$ defined over set $N$ and possessing the following property. For any $i, j \in N$ and any permutations $\pi^{\prime}=(\sigma, i, \delta, j, \chi)$ and $\pi^{\prime \prime}=(\sigma, j, \delta, i, \chi)$ such that, $\pi^{\prime}, \pi^{\prime \prime} \in P$, the inequality $\omega^{(N A)}(i)>\omega^{(N A)}(j)$ implies $\Phi\left(\pi^{\prime}\right) \leqslant \Phi\left(\pi^{\prime \prime}\right)$ and $\omega^{(N A)}(i)=\omega^{(N A)}(j)$ implies $\Phi\left(\pi^{\prime}\right)=\Phi\left(\pi^{\prime \prime}\right)$.

Notions of a strong 1-priority-generating function and a strong non-adjacent prioritygenerating function are introduced as in the case of priority-generating function.

Note 1. A vector function $\Phi(\pi)=\left(F_{1}(\pi), \ldots, F_{m}(\pi)\right)$ is 1-priority-generating on $P$ if each of the functions $F_{1}(\pi), \ldots, F_{m-1}(\pi)$ is strong 1-priority-generating on $P$ and $F_{m}(\pi)$ is 1-priority-generating on $P$. If $F_{m}(\pi)$ is strong 1-priority-generating as well then $\Phi(\pi)$ is strong 1-priority-generating on $P$.

Validity of this proposition can be proved by the same argumentation as in the case of Theorem 1. An analogous proposition takes place for non-adjacent priority-generating functions.

Note 2. Consider an example of a vector function composed of two scalar prioritygenerating functions where the first function is not strong: $\Phi(\pi)=\left(T_{\max }(\pi), \sum w_{i} C_{i}(\pi)\right)$. Show that the function $\Phi(\pi)$ is not, in general, priority-generating. Set $N=\{1,2,3\}$, $t_{1}=t_{2}=1, t_{3}=3, d_{1}=5, d_{2}=4, d_{3}=5, w_{1}=2, w_{2}=1, w_{3}=0$. Suppose $\alpha=(1), \beta=(2), \sigma=\emptyset, \chi=(3)$, then $\Phi(1,2,3)=(0,4)<\Phi(2,1,3)=(0,5)$. On the other hand, if for the same $\alpha$ and $\beta$ we consider $\sigma=(3)$ and $\chi=\emptyset$, then $\Phi(3,1,2)=(1,4)>\Phi(3,2,1)=(0,5)$. Therefore, the function $\Phi(\pi)$ can be neither priority-generating nor even 1-priority-generating.

Note 2 demonstrates that the conditions of Theorem 1 while being only sufficient are also rather close to necessary conditions for a vector function composed of scalar priority-generating functions to be priority-generating.

Any priority-generating function and any non-adjacent priority-generating function is simultaneously a 1-priority-generating function. The converse proposition is not true in general.

Consider examples of scalar non-adjacent priority-generating functions.
Example 4. Let in Example 1 the processing time of job $i$ equal $t_{i}=\varphi\left(t_{i}^{0}\right)+b_{i}$, where $\varphi(t)$ is a non-decreasing function. Show that in this case the function $F(\pi)=\sum_{k=1}^{n} t_{i_{k}}$, which is the makespan for the time of the jobs processed according to the sequence $\pi=$ $\left(i_{1}, i_{2}, \ldots, i_{n}\right)$, is not priority-generating on $P_{n}$.

In fact, let $\varphi(t)=t$ for $0 \leqslant t \leqslant 8, \varphi(t)=2 t$ for $8<t \leqslant 15, \varphi(t)=3 t$ for $t>15, N=\{1,2,3,4,5\}, b_{1}=1, b_{2}=1, b_{3}=4, b_{4}=2$ and $b_{5}=4$. Assume that $\alpha=(2,3), \beta=(4)$. If a priority function existed, then the relation of the form $F(\sigma, \alpha, \beta, \chi) \leqslant F(\sigma, \beta, \alpha, \chi)$ being satisfied for some $\sigma$ and $\chi$ would hold for any other permutations $\sigma^{\sigma}$ and $\chi^{\prime}$. However we have $F(1,2,3,4,5)=132>F(1,4,2,3,5)=$ 128 but $F(5,2,3,4,1)=505<F(5,4,2,3,1)=513$.

Show that the function $F(\pi)$ is non-adjacent priority-generating on $P_{n}$. Consider permutations $\pi^{\prime}=(\sigma, i, \delta, j, \chi)$ and $\pi^{\prime \prime}=(\sigma, j, \delta, i, \chi)$, and find conditions when the inequality $F\left(\pi^{\prime}\right) \leqslant F\left(\pi^{\prime \prime}\right)$ holds. To satisfy this inequality it is sufficient that $F(\sigma, i, \delta, j) \leqslant F(\sigma, j, \delta, i)$. As in Example 1, let $E(\pi, T)$ denote the makespan for jobs of the set $\{\pi\}$ processed according to the sequence $\pi$, provided that the processing of the first job starts at time $T$, i.e., $t_{i_{1}}^{0}=T$. The last inequality is equivalent to

$$
\begin{aligned}
& F(\sigma)+\varphi(F(\sigma))+b_{i}+E\left[\delta, F(\sigma)+\varphi(F(\sigma))+b_{i}\right] \\
& \quad+\varphi\left[F(\sigma)+\varphi(F(\sigma))+b_{i}+E\left[\delta, F(\sigma)+\varphi(F(\sigma))+b_{i}\right]\right]+b_{j} \\
& \quad \leqslant F(\sigma)+\varphi(F(\sigma))+b_{j}+E\left[\delta, F(\sigma)+\varphi(F(\sigma))+b_{j}\right] \\
& \quad+\varphi\left[F(\sigma)+\varphi(F(\sigma))+b_{j}+E\left[\delta, F(\sigma)+\varphi(F(\sigma))+b_{j}\right]\right]+b_{i},
\end{aligned}
$$

or

$$
\begin{aligned}
& E\left[\delta, F(\sigma)+\varphi(F(\sigma))+b_{i}\right] \\
& \quad+\varphi\left[F(\sigma)+\varphi(F(\sigma))+b_{i}+E\left[\delta, F(\sigma)+\varphi(F(\sigma))+b_{i}\right]\right] \\
& \quad \leqslant E\left[\delta, F(\sigma)+\varphi(F(\sigma))+b_{j}\right] \\
& \quad+\varphi\left[F(\sigma)+\varphi(F(\sigma))+b_{j}+E\left[\delta, F(\sigma)+\varphi(F(\sigma))+b_{j}\right]\right] .
\end{aligned}
$$

Since the function $\varphi(t)$ is non-decreasing and the function $E(\pi, T)$ is non-decreasing in the second argument, this inequality holds if $b_{i} \leqslant b_{j}$. Therefore, the function $F(\pi)$ is non-adjacent priority-generating on $P_{n}$ and its priority function is

$$
\begin{equation*}
\omega^{(N A)}(i)=-b_{i} . \tag{13}
\end{equation*}
$$

Example 5. Let for $\pi=\left(i_{1}, i_{2}, \ldots, i_{n}\right) \in P \subseteq P_{n}$ the function $F(\pi)$ be defined as follows

$$
\begin{equation*}
F(\pi)=\sum_{k=1}^{n} w_{i_{k}} \varphi(k), \tag{14}
\end{equation*}
$$

where $w_{i} \geqslant 0, i=1,2, \ldots, n$.
The function $F(\pi)$ is non-adjacent priority-generating on $P_{n}$ if $\varphi(t)$ is a monotone function.
a) If $\varphi(k)$ is a non-decreasing function then its priority function is

$$
\begin{equation*}
\omega^{N A}(i)=w_{i} . \tag{15}
\end{equation*}
$$

Indeed, it is easy to see that $F(\sigma, i, \delta, j, \chi) \leqslant F(\sigma, j, \delta, i, \chi)$ is equivalent to

$$
\begin{aligned}
& w_{i} \varphi(|\{\sigma\}|+1)+w_{j} \varphi(|\{\sigma\}|+|\{\delta\}|+2) \leqslant w_{j} \varphi(|\{\sigma\}|+1)+w_{i} \varphi(|\{\sigma\}| \\
& + \\
& |\{\delta\}|+2) . \text { Since } \varphi(k) \text { is a non-decreasing function the last inequality holds if } \\
& w_{i} \geqslant w_{j} .
\end{aligned}
$$

b) If $\varphi(k)$ is a non-increasing function then its priority function is

$$
\begin{equation*}
\omega^{N A}(i)=-w_{i} . \tag{16}
\end{equation*}
$$

If $\varphi(t)$ is either an increasing or a decreasing function then the priority functions (15) and (16) are strong.

Example 6. Consider Example 2 with the objective function (3): $F(\pi)=\sum_{k=1}^{n} \varphi_{i}\left(C_{i}(\pi)\right)$. Let $\varphi_{i}(t)=\varphi(t)+b_{i}$, where $\varphi(t)$ is a monotone function and $b_{i}, i=1,2, \ldots, n$, are real numbers. Let $E(\pi, T)$ denote the value of the function $F(\pi)$ for the jobs of the set $\{\pi\}$ processed according to the sequence $\pi$, provided that the processing of the first job starts at time $T$, and $t(\pi)=\sum_{i \in\{\pi\}} t_{i}$. Relation $F(\sigma, i, \delta, j, \chi) \leqslant F(\sigma, j, \delta, i, \chi)$ is equivalent to

$$
\begin{aligned}
& F(\sigma)+\varphi\left(t(\sigma)+t_{i}\right)+b_{i}+E\left[\delta, t(\sigma)+t_{i}\right]+\varphi\left[t(\sigma)+t_{i}+t(\delta)+t_{j}\right]+b_{j} \\
& \leqslant F(\sigma)+\varphi\left(t(\sigma)+t_{j}\right)+b_{j}+E\left[\delta, t(\sigma)+t_{j}\right]+\varphi\left[t(\sigma)+t_{j}+t(\delta)+t_{i}\right]+b_{i}
\end{aligned}
$$

or

$$
\begin{equation*}
\varphi\left(t(\sigma)+t_{i}\right)+E\left[\delta, t(\sigma)+t_{i}\right] \leqslant \varphi\left(t(\sigma)+t_{j}\right)+E\left[\delta, t(\sigma)+t_{j}\right] . \tag{17}
\end{equation*}
$$

a) Let the function $\varphi(t)$ be non-decreasing. Since function $E(\pi, t)$ is non-decreasing in the second argument, the inequality (17) holds if $t_{i} \leqslant t_{j}$. Therefore, in this case the function (3) is non-adjacent priority-generating on $P_{n}$ and its priority function is

$$
\begin{equation*}
\omega^{N A}(i)=-t_{i} \tag{18}
\end{equation*}
$$

b) Let the function $\varphi(t)$ be non-increasing. Then the function $E(\pi, t)$ is non-increasing in the second argument and the inequality (17) holds if $t_{i} \geqslant t_{j}$. In this case the function (3) is non-adjacent priority-generating on $P_{n}$ as well. Its priority function is

$$
\begin{equation*}
\omega^{N A}(i)=t_{i} \tag{19}
\end{equation*}
$$

If $\varphi(t)$ is either an increasing or a decreasing function then the priority functions (18) and (19) are strong. It may be shown that the function (3) in both cases under consideration is not priority-generating on $P_{n}$.

## 4. Polynomial Time Algorithms for Minimizing Priority-Generating Functions

In this section we consider Problem 1 under the assumption that the objective vector function is priority-generating on the set of feasible permutations. Besides that we make some assumptions about graphs $G_{0}, G_{1}, G_{2}, \ldots, G_{q}$. Particularly, we consider situations when all these graphs are tree-like or series-parallel. A case with arbitrary precedence constraints is also discussed.

Now we introduce some notions and notations.
Let $G=(N, U)$ be a directed graph, where $N=\{1,2, \ldots, n\}$ is the set of vertices and $U$ is the set of arcs. Further we consider directed graphs without multiple arcs and circuits.

We write $i \xrightarrow{G} j$ (or $i \rightarrow j$ ) if there is a path in the graph $G$ from the vertex $i$ to the vertex $j$. We write $i \stackrel{G}{G} j$ if $i \xrightarrow{G} j$ and there is no vertex $l$ in $G$ such that $i \xrightarrow{G} l$ and $l \xrightarrow{G} j$.

If $i \xrightarrow{G} j$ then the vertex $i$ is called a predecessor of the vertex $j$ and $j$ is a successor of $i$ in $G$. If $i \circ j$ then $i$ is an immediate predecessor of $j$ and $j$ is a direct successor of $i$.

The vertices $i$ and $j$ are called incomparable (denoted by $i \sim j$ ) if neither $i \rightarrow j$ nor $j$ $\rightarrow i$ holds.

The vertex of the graph $G$ is called initial if it has no predecessors in $G$. The vertex of the graph $G$ is called terminal if it has no successors in $G$.

An arc $(i, j) \in U$ is called a transitive one if there is a path in $G$ from the vertex $i$ to the vertex $j$ that does not contain the arc $(i, j)$.

Denote by $A_{G}(i)$ and $B_{G}(i)$ the sets of all successors and predecessors of the vertex $i$ and by $E(i)$ the set of all incomparable with $i$ vertices. Similarly, we denote by $A_{G}^{0}(i)$ and $B_{G}^{0}(i)$ the sets of all direct successors and immediate predecessors of the the vertex $i$, respectively. Let $G^{\prime}=\left(N^{\prime}, U^{\prime}\right)$ be a subgraph of the graph $G$. Then for $i \in N^{\prime}$ denote $A_{G^{\prime}}(i)=\left\{j \in N^{\prime}:(i, j) \in U^{\prime}\right\}, B_{G^{\prime}}(i)=\left\{j \in N^{\prime}:(j, i) \in U^{\prime}\right\}$ and $E_{G^{\prime}}(i)=\{j \in$ $\left.N^{\prime}:(i, j) \notin U^{\prime},(j, i) \notin U^{\prime}\right\}$. Sets $A_{G^{\prime}}^{0}(i)$ and $B_{G^{\prime}}^{0}(i)$ are determined in the analogous way.

Introduce the following operations over directed circuit-free graph $G=(N, U)$ without transitive arcs.

The operation of identifying vertices $i$ and $j$ of a graph $G=(N, U)$ such that $i \in$ $B_{G}^{0}(j)$ involves replacing these two vertices by a single vertex followed by removing the $\operatorname{arc}(i, j)$. In this case, all the arcs that enter or leave either $i$ or $j$ are replaced by those that either enter or leave the new vertex, respectively. All transitive arcs are removed from the obtained graph.

Suppose that in graph $G=(N, U)$ vertices $i$ and $j$ are such that $i \in E(j)$. The operation of including an arc $(i, j)$ consists in addition of the arc $(i, j)$ into $U$ with consequent removing all transitive arcs from the obtained graph.

In the following, these operations are successively and repeatedly applied to graph $G=(N, U)$. While identifying two vertices $i, j \in N$ connected by the $\operatorname{arc}(i, j) \in U$, the permutation $(i, j) \in P$ is associated with the new vertex.

A permutation $\pi=\left(i_{1}, i_{2}, \ldots, i_{k}\right) \in P$, corresponding to a vertex obtained as a result of successive identifying vertices is called a composite element and is denoted by $\left[i_{1}, i_{2}, \ldots, i_{k}\right]$. Further we do not distinguish the vertices and the corresponding elements.

A connected graph is called an outtree if there is a single initial vertex in it (called a root), and each other vertex has exactly one immediate predecessor. A connected graph is called an intree if there is a single terminal vertex in it and each other vertex has exactly one immediate successor.

The graph is called tree-like if each of its connected components is either an outtree or intree (i.e., treelike graph may contain outtrees and intrees simultaneously).

Suppose that $q=n$ in Problem 1 (or, that is the same, $q=1$ ) and $m=1$. It means that we have a problem with a single criterion and without partitioning $N$ into groups. Algorithms for minimizing scalar priority-generating functions on the set $P_{n}\left(G_{0}\right)$ when $G_{0}$ is a tree-like, series-parallel [31] or arbitrary directed graph were proposed by Shafransky [22], Gordon and Shafransky [7], Shafransky [23], see also [28] and [29]. Similar algorithms were developed by Monma and Sidney [18], Monma [17]. The time complexity for tree-like and series-parallel cases is $\mathrm{O}(n \operatorname{logn})$.

These algorithms may be adapted for lexicographic minimizing priority-generating vector functions on set $P_{n}\left(G_{0}, G_{1}, G_{2}, \ldots, G_{q}\right)$. Descriptions some of such algorithms are given below, but first we consider some properties of priority-generating functions. Since there is no principle difference between scalar and priority-generating vector functions, all results for scalar priority-generating functions are valid for vector functions.

Given graphs $G_{i}=\left(N_{i}, U_{i}\right), i=0,1, \ldots, q$, construct a graph $G=(N, U)$ in the following way. For $i, j \in N_{\nu}, \nu \in\{1,2, \ldots, q\}$, set $(i, j) \in U$ if $(i, j) \in U_{\nu}$. For $i \in N_{\nu}$, $j \in N_{\mu}, \nu \neq \mu$, set $(i, j) \in U$ if $\left(N_{\nu}, N_{\mu}\right) \in U_{0}$.

Denote by $P_{n}(G, q)$ the subset of all feasible with respect to $G$ permutations, in which all elements from the same set $N_{\nu}$ are situated contiguously, $\nu=1,2, \ldots, q$. It is easy to see that $P_{n}(G, q)=P_{n}\left(G_{0}, G_{1}, G_{2}, \ldots, G_{q}\right)$. If $q=n$ (or, equivalently, $q=1$ ), then $G=G_{0}$ and $P_{n}(G, n)=P_{n}(G)$.

Given $s, t \in N$ and graph $G=(N, U)$, denote $\bar{B}_{G}(s, t)=B_{G}(s) \backslash\left(B_{G}(t) \cup t\right)$ and $\bar{A}_{G}(s, t)=A_{G}(t) \backslash\left(A_{G}(s) \cup s\right)$

Consider first a case $q=n$, i.e., no grouping constraints are imposed.


Fig. 1. Sets $\bar{A}(s, t)$ and $\bar{B}(s, t)\left(\left(\right.\right.$ a) $B^{0}(s)=t$; (b) $A^{0}(t)=s$; (c) $s \sim t$ ).
Theorem 2 [23]. Let a function $\Phi(\pi)$ be priority-generating on $P_{n}(G), B_{G}^{0}(s)=t$ and $\omega(s) \geqslant \omega(i)$ for all $i \in \bar{A}_{G}(s, t) \cup t$. Then for any permutation $\pi=(\ldots, t, \sigma, s, \ldots) \in$ $P_{n}(G)$ there exists a permutation $\pi^{0}=(\ldots, t, s, \ldots) \in P_{n}(G)$ such that $\{\pi\}=\left\{\pi^{0}\right\}$ and $\Phi\left(\pi^{0}\right) \leqslant \Phi(\pi)$.

Theorem 3 [23]. Let a function $\Phi(\pi)$ be priority-generating on $P_{n}(G), s \in E_{G}(t)$ and $\omega(j) \geqslant \omega(i)$ for all $j \in \bar{B}_{G}(s, t) \cup s$ and $i \in \bar{A}_{G}(s, t) \cup t$. Then for any permutation $\pi=(\ldots, t, \sigma, s, \ldots) \in P_{n}(G)$ there exists a permutation $\pi^{0}=(\ldots, s, t, \ldots) \in P_{n}(G)$ such that $\{\pi\}=\left\{\pi^{0}\right\}$ and $\Phi\left(\pi^{0}\right) \leqslant \Phi(\pi)$.

As it was mentioned above, Theorems 2 and 3 are valid both for scalar and vector priority-generating functions. Now we formulate analogies of Theorems 2 and 3 for the case when $1<q<n$.

Theorem 4. Let a function $\Phi(\pi)$ be priority-generating on $P_{n}(G, q), B_{G_{\nu}}^{0}(s)=t$ for some $\nu \in\{1,2, \ldots, q\}$ and $\omega(s) \geqslant \omega(i)$ for all $i \in \bar{A}_{G_{\nu}}(s, t) \cup t$. Then for any permutation $\pi=(\ldots, t, \sigma, s, \ldots) \in P_{n}(G, q)$ there exists a permutation $\pi^{0}=(\ldots, t, s, \ldots) \in$ $P_{n}(G, q)$ such that $\{\pi\}=\left\{\pi^{0}\right\}$ and $\Phi\left(\pi^{0}\right) \leqslant \Phi(\pi)$.

Theorem 5. Let a function $\Phi(\pi)$ be priority-generating on $P_{n}(G, q), s, t \in N_{\nu}$ and $s \in$ $E_{G_{\nu}}(t)$ for some $\nu \in\{1,2, \ldots, q\}$. If $\omega(j) \geqslant \omega(i)$ for all $j \in \bar{B}_{G_{\nu}}(s, t) \cup s$ and $i \in$ $\bar{A}_{G_{\nu}}(s, t) \cup t$, then for any permutation $\pi=(\ldots, t, \sigma, s, \ldots) \in P_{n}(G, q)$ there exists $a$ permutation $\pi^{0}=(\ldots, s, t, \ldots) \in P_{n}(G, q)$ such that $\{\pi\}=\left\{\pi^{0}\right\}$ and $\Phi\left(\pi^{0}\right) \leqslant \Phi(\pi)$.

Proof. To prove Theorems 4 and 5 it is sufficient to show that $\bar{B}_{G_{\nu}}(s, t)=\bar{B}_{G}(s, t)$ and $\bar{A}_{G_{\nu}}(s, t)=\bar{A}_{G}(s, t)$. Indeed, it follows from proofs of Theorems 2 and 3 that $\pi^{0}$ is of the form

$$
\pi^{0}=\left(\ldots, \sigma^{\prime}, t, s, \sigma^{\prime \prime}, \ldots\right) \quad \text { or } \quad \pi^{0}=\left(\ldots, \sigma^{\prime}, s, t, \sigma^{\prime \prime}, \ldots\right),
$$

respectively, where $\left\{\sigma^{\prime}\right\} \cup\left\{\sigma^{\prime \prime}\right\}=\{\sigma\}$. In this case $\pi^{0} \in P_{n}(G)$ implies $\pi^{0} \in P_{n}(G, q)$. Therefore, if $\bar{B}_{G_{\nu}}(s, t)=\bar{B}_{G}(s, t)$ and $\bar{A}_{G_{\nu}}(s, t)=\bar{A}_{G}(s, t)$, then the validity of Theorems 4 and 5 follows immediately from Theorems 2 and 3.

Consider set $\bar{B}_{G_{\nu}}(s, t)=B_{G_{\nu}}(s) \backslash\left(B_{G_{\nu}}(t) \cup t\right)$. The procedure of the graph $G$ construction involves that $l \in B_{G_{\nu}}(s)$ or $l \in B_{G_{\nu}}(t)$ implies $l \in B_{G}(s)$ or $l \in B_{G}(t)$, respectively. Therefore $l \in \bar{B}_{G_{\nu}}(s, t)$ implies $l \in \bar{B}_{G}(s, t)$. Let $l \in \bar{B}_{G}(s, t)$. If $l \in N_{\nu}$ then, evidently, $l \in \bar{B}_{G_{\nu}}(s, t)$. Otherwise, let $l \in N_{\mu}, \mu \neq \nu$. Then from the procedure of the graph $G$ construction we have that $l \in B_{G}(s)$ and $l \in B_{G}(t)$ if $\left(N_{\mu}, N_{\nu}\right) \in U_{0}$, or $l \in A_{G}(s)$ and $l \in A_{G}(t)$ if $\left(N_{\nu}, N_{\mu}\right) \in U_{0}$, or $l \in E_{G}(s)$ and $l \in E_{G}(t)$ if $\left(N_{\mu}, N_{\nu}\right) \notin U_{0}$ and $\left(N_{\nu}, N_{\mu}\right) \notin U_{0}$. In any case $l \notin \bar{B}_{G}(s, t)$. Hence, $l \in N_{\nu}$ and $l \in \bar{B}_{G_{\nu}}(s, t)$. In the similar way we can prove the equality $\bar{A}_{G_{\nu}}(s, t)=\bar{A}_{G}(s, t)$.

Theorems 4 and 5 have a simple graph-theoretical interpretation. Satisfying the conditions of these theorems guarantees that using the operation of identifying vertices $t$ and $s$ (Theorem 4) or the operation of including arc $(s, t)$ to graph $G_{\nu}$ (Theorem 5) enables one to obtain a new graph $G_{\nu}^{\prime}$ with the following properties: $P_{n}\left(G_{0}, G_{1}, \ldots, G_{\nu}^{\prime}, \ldots, G_{q}\right) \subseteq$ $P_{n}\left(G_{0}, G_{1}, \ldots, G_{\nu}, \ldots, G_{q}\right)$ and for any permutation $\pi \in P_{n}\left(G_{0}, G_{1}, \ldots, G_{\nu}, \ldots, G_{q}\right)$ there exists a permutation $\pi^{0} \in P_{n}\left(G_{0}, G_{1}, \ldots, G_{\nu}^{\prime}, \ldots, G_{q}\right)$ such that $F\left(\pi^{0}\right) \leqslant F(\pi)$.

The operation of identifying vertices $t$ and $s$ satisfying the conditions of Theorem 2 is called a transformation I (the notation $\mathrm{I}-[t, s]$ ). The operation of including arc $(s, t)$ under the conditions of Theorem 3 is called a transformation II (the notation II- $(s, t)$ ). If, in graph $G_{\nu}$, there exists a pair of vertices $s$ and $t$ satisfying either the conditions of Theorem 4 or those of Theorem 5, then we say that transformation I or transformation II, respectively, may be applied to graph $G_{\nu}$ or that transformation $(I-[t, s]$ or II- $(s, t))$ is feasible for graph $G_{\nu}$.

Corollary 1. Let a sequence $L^{(\nu)}$ of transformations I and II transforms graph $G_{\nu}$ into a chain $G_{\nu}^{\prime}, \nu \in\{1,2, \ldots, q\}$. Then there exists an optimal permutation $\pi^{*}=$ $\left(\sigma_{1}, \sigma_{2}, \ldots, \sigma_{q}\right) \in P_{n}(G, q)$ such that $\pi_{\nu}^{\prime}=\sigma_{k}$ for some $k \in\{1,2, \ldots, q\}$, where $\pi_{\nu}^{\prime}$ is a feasible with respect to graph $G_{\nu}^{\prime}$ permutation and $\left\{\pi_{\nu}^{\prime}\right\}=N_{\nu}$.

This follows from Theorems 4, 5 and the definition of set $P_{n}(G, q)$.
If there exists a sequence $L^{(\nu)}$ transforming graph $G_{\nu}$ into a chain $G_{\nu}^{\prime}$ then by virtue of Corollary 1 we can consider permutation $\pi_{\nu}^{\prime}$ as a composite element, which is associated with the corresponding vertex of graph $G_{0}$. Let in the result of applying a sequence of transformations I and II all graphs $G_{\nu}, \nu=1,2, \ldots, q$, be converted into chains. Denote the resulting graph by $G_{0}^{\prime}$. Graph $G_{0}^{\prime}$ has $q$ vertices and a composite element $\pi_{\nu}^{\prime}$ corresponds to vertex $\nu, \nu=1,2, \ldots, q$.

COROLLARY 2. The relation $P_{n}\left(G_{0}^{\prime}\right) \subseteq P_{n}(G, q)$ holds and there exists at least one optimal permutation $\pi^{*} \in P_{n}\left(G_{0}^{\prime}\right)$.

It follows directly from Corollary 1 and the procedure of graph $G_{0}^{\prime}$ construction.

Theorem 6. Let a sequence $L$ of transformations I and II transform graph $G_{0}^{\prime}$ into a graph $G_{0}^{\prime \prime}$. Then $P_{n}\left(G_{0}^{\prime \prime}\right) \subseteq P_{n}(G, q)$ and there exists at least one optimal permutation $\pi^{*} \in P_{n}\left(G_{0}^{\prime \prime}\right)$.

Proof. We have from Theorems 2 and 3 that $P_{n}\left(G_{0}^{\prime \prime}\right) \subseteq P_{n}\left(G_{0}^{\prime}\right)$ and for any permutation $\pi \in P_{n}\left(G_{0}^{\prime}\right)$ there exists a permutation $\pi^{0} \in P_{n}\left(G_{0}^{\prime \prime}\right)$ such that $\Phi\left(\pi^{0}\right) \leqslant \Phi(\pi)$. Applying Corollary 2 we obtain $\pi^{*} \in P_{n}\left(G_{0}^{\prime \prime}\right) \subseteq P_{n}\left(G_{0}^{\prime}\right) \subseteq P_{n}(G, q)$.

If there exists a sequence of transformations I and II converting graph $G_{0}^{\prime}$ into a chain $C$, then the feasible with respect to $C$ permutation is optimal.

All described below algorithms work according to the following scheme. A sequence of transformations I and II is applied to each graph $G_{\nu}, \nu=1,2, \ldots, q$. If all these graphs are converted into chains, then consider obtained permutations $\pi_{\nu}^{\prime}$ as composite elements associated with vertices of graph $G_{0}^{\prime}$. Find a sequence of transformations converting $G_{0}^{\prime}$ into a chain as well. If we succeeded then the resulting sequence is optimal.

### 4.1. Tree-like Graphs

Here we consider a situation where all graphs presenting precedence constraints are treelike. We propose an algorithm for finding an optimal permutation in such a situation. The algorithm is based on the mentioned transformations I and II, and its work is aimed to converting all the graphs into special chains. The resulting chain presents an optimal permutation.

Let all graphs $G_{\nu}, \nu \in\{0,1,2, \ldots, q\}$, be tree-like. The following proposition is valid due to results from [23], see also Theorem 1 from [29].

Lemma 1. Let a function $\Phi(\pi)$ be priority-generating on $P_{n}(G, q)$ and $G_{\nu}, \nu \in$ $\{1,2, \ldots, q\}$, be a tree-like graph. Then there exists a sequence of transformations I and II converting $G_{\nu}$ into a chain.

Let us suppose first that $G_{\nu}=\left(N_{\nu}, U_{\nu}\right)$ is an outtree, i.e., every vertex has no more than one immediate predecessor. The algorithm of transforming $G_{\nu}$ into a chain consists of a sequence of transitions from one outtree to another, each time reducing the number of vertices. Transformations are to be done until a single-vertex graph is obtained. On each step, the vertices of the current outtree are associated with some chains. On the first step every such sequence consists of a single element. The sequence of elements, which corresponds to the single vertex on the last step defines the permutation $\pi_{\nu}^{*}$. Consider the general step of the algorithm.

Find, in $G_{\nu}$, a vertex $i^{0}$ (called further a supporting vertex), with all direct successors $i_{1}, i_{2}, \ldots, i_{l}$ being terminal vertices. Let $C_{1}=\left(j_{1}^{1}, \ldots, j_{p_{1}}^{1}\right), C_{2}=\left(j_{1}^{2}, \ldots, j_{p_{2}}^{2}\right), \ldots$, $C_{l}=\left(j_{1}^{l}, \ldots, j_{p_{l}}^{l}\right)$, be the element sequences corresponding to these terminal vertices. Unite these sequences into the sequence $C^{\prime}=\left(j_{1}^{\prime}, j_{2}^{\prime}, \ldots, j_{p}^{\prime}\right), p=p_{1}+p_{2}+\ldots+p_{l}$, in the following way. Find an index $k$ such that $\omega\left(j_{1}^{k}\right) \geqslant \omega\left(j_{1}^{r}\right)$, for every $r, 1 \leqslant r \neq k \leqslant l$, set $j_{1}^{\prime}=j_{1}^{k}$ and remove $j_{1}^{k}$ from the sequence $C_{k}$. Then among the first elements of the
sequences we find an element with the maximal priority value and assign this element to the second position in $C^{\prime}$ and so on.

Join the supporting vertex $i^{0}$ to the sequence $C^{\prime}$ from the left in the following way. If $\omega\left(i^{0}\right) \leqslant \omega\left(j_{1}^{\prime}\right)$ then unite $i^{0}$ and $j_{1}^{\prime}$ into the composite element $\left[i^{0}, j_{1}^{\prime}\right]$ redenoted by $i^{0}$. If $\omega\left(i^{0}\right) \leqslant \omega\left(j_{2}^{\prime}\right)$ then unite $i^{0}$ and $j_{2}^{\prime}$ into the composite element $\left[i^{0}, j_{2}^{\prime}\right]$ denoted by $i^{0}$ and so on until obtaining a sequence $C_{0}=\left(i^{0}, j_{k}^{\prime}, \ldots, j_{p}^{\prime}\right)$ such that $\omega\left(i^{0}\right)>\omega\left(j_{k}^{\prime}\right)$.

Remove from $G_{\nu}$ all successors of the vertex $i^{0}$, and associate the sequence $C_{0}$ with $i^{0}$. The obtained tree $G_{\nu}^{(1)}$ has no more than $n-1$ vertices.

Applying the described transformations to the graph $G_{\nu}^{(1)}$, we obtain an outtree $G_{\nu}^{(2)}$, and so on until a graph $G_{\nu}^{(h)}$ consisting of a single vertex is obtained. The sequence corresponding to this vertex defines the desired permutation $\pi_{\nu}^{*}$.

It is easy to check that the process of constructing sequence $C^{\prime}$ from sequences $C_{1}, C_{2}, \ldots, C_{l}$ may be represented as an implementation of some transformations II. Similarly, the procedure of obtaining new composite element $i^{0}$ it is performing suitable transformation I.

The algorithm for the construction of the permutation $\pi_{\nu}^{*}$ when $G_{\nu}$ is an intree (i.e., every vertex has no more than one direct successor) slightly differs from the one for an outtree. In this case the supporting vertex is determined as follows. All its immediate predecessors have no predecessors in the tree obtained on the previous step. The sequence $C_{0}$ is obtained by joining the vertex $i^{0}$ to the sequence $C^{\prime}$ from the right. The composite element $\left[j_{p}^{\prime}, i^{0}\right]$ is formed if $\omega\left(j_{p}^{\prime}\right) \leqslant \omega\left(i^{0}\right)$.

Let $G_{\nu}=\left(N_{\nu}, U_{\nu}\right)$ be a tree-like graph, i.e., each of $l$ its connected components is an outtree or an intree. Applying the described algorithms for outtrees and intrees we construct sequences $C_{1}, C_{2}, \ldots, C_{l}$ which define permutations of elements of corresponding sets. Then we unite elements of the sequences $C_{1}, C_{2}, \ldots, C_{l}$ into one sequence in accordance with their priorities (as it was done for sequences $C_{1}, C_{2}, \ldots, C_{l}$ in the algorithm for outtrees). The obtained sequence defines the permutation $\pi_{\nu}^{*}$.

Transform all graphs $G_{\nu}, \nu=1,2, \ldots, q$, into single-vertex graphs with corresponding permutations $\pi_{\nu}^{*}$, and consider them as vertices of $G_{0}$ instead of initial sets $N_{1}, N_{2}, \ldots, N_{q}$. Besides, consider each $\pi_{\nu}^{*}$ as one composite element. Transform obtained graph $G_{0}^{\prime}$ into a chain in the described above way. By virtue of Lemma 1 there exists a sequence of transformations I and II converting $G_{0}^{\prime}$ into a chain irrespectively of values of priorities of its vertices. In the result we obtain an optimal permutation $\pi^{*}$.

Note that it is possible to implement the described algorithm so that its running time does not exceed $\mathrm{O}(m n \log n)$. Corresponding technique is described, e.g., in [29].

Note 3. As it was mentioned, there is known an algorithm for solving Problem 1 when graph $G_{0}$ is series-parallel, $q=n$ and $m=1$. Like in case of tree-like graphs, this algorithm may be easily adopted for solving Problem 1 for arbitrary $q$ and $m$ when all graphs $G_{\nu}, \nu \in\{0,1,2, \ldots, q\}$, are series-parallel. The running time of such an algorithm does not exceed $\mathrm{O}($ mnlogn $)$ if all the graphs $G_{\nu}$ are represented by their decomposition trees.


Fig. 2. Graphs of precedence constraints.
Table 1
Numerical parameters of jobs

| $i$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $t_{i}$ | 5 | 3 | 2 | 4 | 5 | 2 | 5 | 5 | 2 | 4 |
| $w_{i}$ | 3 | 7 | 1 | 8 | 5 | 3 | 2 | 4 | 3 | 3 |
| $d_{i}$ | 6 | 8 | 10 | 12 | 14 | 15 | 18 | 19 | 20 | 20 |

Now we consider how does the above considered algorithm work in a particular example. Let number of jobs be equal to 10 , number of groups be equal to 3 , each of graphs $G_{0}, G_{1}, G_{2}, G_{3}$ be a tree (see Fig. 2) and for each job its processing time, weight and a due-date be given (see Table 1).

Objective function $\Phi(\pi)=\left(F_{1}(\pi), F_{2}(\pi)\right)$ where $F_{1}(\pi)=\sum_{i=1}^{n} w_{i} C_{i}(\pi)$ and $F_{2}(\pi)=L_{\max }(\pi)$. Here $L_{\max }(\pi)=\max \left\{L_{i}(\pi): i=1,2, \ldots, n\right\}, L_{i}(\pi)=$ $C_{i}(\pi)-d_{i}$.

As it was shown in Section 3, both functions $F_{1}(\pi)$ and $F_{2}(\pi)$ are priority-generating. Besides, $F_{1}(\pi)$ is the strong priority-generating function. In view of Theorem 1 function $\Phi(\pi)=\left(F_{1}(\pi), F_{2}(\pi)\right)$ is priority-generating vector function. Its priority function is $\omega(\pi)=\left(\omega_{1}(\pi), \omega_{2}(\pi)\right)$, where $\omega_{1}(\pi)=\sum_{i \in\{\pi\}} w_{i} / \sum_{i \in\{\pi\}} t_{i}$ and $\omega_{2}(\pi)=$ $L_{\max }(\pi)-\sum_{i \in\{\pi\}} t_{i}$ (see formulas (9) and (6)).

Calculate values of the element priorities: $\omega(1)=(3 / 5,-6), \omega(2)=(7 / 3,-8)$, $\omega(3)=(1 / 2,-10), \omega(4)=(2,-12), \omega(5)=(1,-14), \omega(6)=(3 / 2,-15)$, $\omega(7)=(2 / 5,-18), \omega(8)=(4 / 5,-19), \omega(9)=(3 / 2,-20), \omega(10)=(3 / 4,-20)$. Consider first connected component of graph $G_{1}$. Here vertex 1 is the supporting vertex. Since $\omega(2)>\omega(3)$ and $\omega(2)>\omega(1)$ we form the composite element [1, 2], $\omega(1,2)=(5 / 4,-8)>\omega(3)$. So, the first component is transformed into a singlevertex graph and sequence $([1,2], 3)$ is associated with this vertex. Consider now second component of graph $G$. It is intree and vertex 6 is its supporting vertex. We have $\omega(4)>\omega(5)$ and $\omega(6)>\omega(5)$. Therefore, we form the composite element [5, 6]. Since $\omega(5,6)=(8 / 7,-15)<\omega(4)$, the further formation of composite elements is impossible and the second component is transformed into a single-vertex graph with the associated sequence $(4,[5,6])$. Unite the two sequences into a sequence $\pi_{1}^{*}$. We obtain $\pi_{1}^{*}=(4,[1,2],[5,6], 3)$ since $\omega(4)>\omega(1,2)>\omega(5,6)>\omega(3)$. It is easy to see that $\pi_{2}^{*}=(9,[7,8]), \pi_{3}^{*}=(10)$, and $\omega\left(\pi_{2}^{*}\right)=(3 / 4,-19)$. Now consider graph $G_{0}$. Since $\omega\left(\pi_{2}^{*}\right)>\omega\left(\pi_{3}^{*}\right)$ we have that $\pi^{*}=\left(\pi_{1}^{*}, \pi_{2}^{*}, \pi_{3}^{*}\right)=(4,1,2,5,6,3,9,7,8,10)$.

### 4.2. Arbitrary Directed Graphs

Let graphs $G_{\nu}, \nu \in\{0,1,2, \ldots, q\}$, be arbitrary directed graphs without circuits. In this case the problem of finding $\pi^{*}$ is $N P$-hard (see, e.g., [29]). Nevertheless, we can apply to the graph $G_{\nu}, \nu \in\{1,2, \ldots, q\}$, transformations I and II that allow to obtain such a graph $G_{\nu}^{\prime}$ that

$$
P_{n}\left(G_{0}, G_{1}, \ldots, G_{\nu}^{\prime}, \ldots, G_{q}\right) \subseteq P_{n}\left(G_{0}, G_{1}, \ldots, G_{\nu}, \ldots, G_{q}\right)
$$

and the set $P_{n}\left(G_{0}, G_{1}, \ldots, G_{\nu}^{\prime}, \ldots, G_{q}\right)$ contains at least one optimal permutation. In some cases there exists a sequence of these transformations, which transfers all graphs $G_{\nu}$ into chains. Proceeding further as in case of tree-like we may consider corresponding permutations as composite elements, which are assigned to vertices of graph $G_{0}$. Then we can use transformations I and II to try to transfer obtained graph $G_{0}^{\prime}$ into a chain as well. In success we obtain an optimal permutation $\pi^{*}$.

Below we describe the common scheme of the algorithm.
The algorithm consists of a sequence of transformations I and II, which transforms each graph $G_{\nu}$ into a so-called deadlock graph (i.e., a graph for which no feasible transformations I and II exist). The time complexity of this algorithm is not greater than $\mathrm{O}\left(n_{\nu}^{4}\right)$ for $m=1$ [23] (see also [28], [29]). Therefore, the running time of the algorithm for a graph $G_{\nu}$ does not exceed $\mathrm{O}\left(m n_{\nu}^{4}\right)$ and the total running time does not exceed $\mathrm{O}\left(m n^{4}\right)$.

For each graph $G_{\nu}, \nu=1,2, \ldots, q$, the algorithm consists of the following stages.
(a) Form a list of elements of the set $N_{\nu}$.
(b) Scanning the list, apply all possible transformations II to the graph $G_{\nu}$. If no transformation II can be applied to the current graph, return to the beginning of the list and go to the stage (c).
(c) Choosing the next element $i^{\prime}$ in the current list, check whether transformation $\mathrm{I}-\left[j, i^{\prime}\right]$, where $j \leftrightarrow i^{\prime}$, can be applied to the current graph. If this transformation $\mathrm{I}-\left[j, i^{\prime}\right]$ is feasible, then it is performed. Modify the current list (i.e., remove the elements $j$ and $i^{\prime}$ from the list and include the composite element $\left[j, i^{\prime}\right]$ into it), return to its beginning and go to (b). If transformation $\mathrm{I}-\left[j, i^{\prime}\right]$ is non-feasible for the current graph, take the next element in the list.
The described process is completed when neither transformation I nor transformation II can be applied to the current graph, i.e., in performing (c) no transformation has been done.

Let all graphs $G_{\nu}$ be converted into chains. Considering corresponding permutations as composite elements and substituting them into graph $G_{0}$, we obtain graph $G_{0}^{\prime}$. Implement possible transformations I and II for $G_{0}^{\prime}$ according to the above algorithm.

## 5. Minimization on the Set of All Permutations

Consider a case of Problem 1 when $q=n$ and $G_{0}=(N, \emptyset)$, i.e., there is neither group partition nor precedence constraints. We discuss a situation where $\Phi(\pi)=$
$\left(\Phi_{1}(\pi), \Phi_{2}(\pi)\right)$ and vector function $\Phi_{1}(\pi)$ is 1-priority-generating. Besides, the problem of minimizing vector function $\Phi_{2}(\pi)$ on a set $P_{n}\left(G_{0}, G_{1}, \ldots, G_{q}\right)$ is supposed to be polynomially solvable if $G_{0}$ is a chain and $G_{k}=\left(N_{k}, \emptyset\right), k=1,2, \ldots, q$.

Theorem 7. Let the problem $1 \| \Phi(\pi)$, where $\Phi(\pi)=\left(\Phi_{1}(\pi), \Phi_{2}(\pi)\right)$, satisfy the following conditions. Vector function $\Phi_{1}(\pi)$ has a strong 1-priority function $\omega^{\prime}(i)$ and there exists a polynomial time algorithm for the problem $1 \mid G_{0}=C, G_{k}=\left(N_{k}, \emptyset\right)$, $k=1,2, \ldots, q \mid \Phi_{2}(\pi)$. Then the problem $1 \| \Phi(\pi)$ is polynomially solvable if the time complexity of calculating values of function $\omega^{\prime}(i)$ is polynomial.

Proof. Let us consider the problem $1 \| \Phi_{1}(\pi)$. We construct graph $G=(N, U)$ as follows. For $i, j \in N$ we set $(i, j) \in U$ if $\omega^{\prime}(i)>\omega^{\prime}(j)$. Here $\Phi_{1}(\pi)=\left(F_{1}^{\prime}(\pi), \ldots, F_{\tau}^{\prime}(\pi)\right)$ and $\omega^{\prime}(i)$ is a strong 1-priority function for $\Phi_{1}(\pi)$. We claim that the set of all optimal permutations for $1 \| \Phi_{1}(\pi)$ and a set of all feasible with respect to $G$ permutations coincide. In fact, if $\pi^{*}=\left(i_{1}, i_{2}, \ldots, i_{n}\right)$ is an optimal permutation for $1 \| \Phi_{1}(\pi)$ then $\omega^{\prime}\left(i_{\eta}\right) \geqslant \omega^{\prime}\left(i_{\mu}\right)$ for any $\eta<\mu$. From the procedure of the graph $G$ construction we have $i_{\eta} \rightarrow i_{\mu}$ if $\omega^{\prime}\left(i_{\eta}\right)>\omega^{\prime}\left(i_{\mu}\right)$ and $i_{\eta} \sim i_{\mu}$ if $\omega^{\prime}\left(i_{\eta}\right)=\omega^{\prime}\left(i_{\mu}\right)$. Therefore $\pi^{*}$ is feasible with respect to $G$. The reverse proposition may be easily checked in the same manner.

Now we consider a structure of graph $G$. Let $N_{k}=\left\{i \in N \backslash \cup_{l=1}^{k-1} N_{l}: \omega(i)=\right.$ $\left.\max \left\{\omega(j): j \in N \backslash \cup_{l=1}^{k-1} N_{l}\right\}\right\}$, where $N_{0}=\emptyset$. It follows from the definition of graph $G$ that $i \rightarrow j$ for any $i \in N_{\eta}, j \in N_{\mu}$ if $\eta<\mu$. That is $G=\left(\cup_{l=1}^{q} N_{l}, U\right)$, where $\cup_{l=1}^{q} N_{l}=N, U=\left\{(i, j): i \in N_{\eta}, j \in N_{\mu}, 1 \leqslant \eta<\mu \leqslant q\right\}$ and $i^{\prime} \sim j^{\prime}$ for any $i^{\prime}, j^{\prime}$ from the same subset $N_{k}$. Therefore, $P_{n}(G)=P_{n}\left(C_{0}, G_{1}, \ldots, G_{q}\right)$, where $C_{0}=$ $\left(\left\{N_{1}, \ldots, N_{q}\right\}, U_{c}\right), G_{k}=\left(N_{k}, \emptyset\right), k=1, \ldots, q, U_{c}=\left\{\left(N_{\eta}, N_{\mu}\right): 1 \leqslant \eta<\mu \leqslant q\right\}$.

The time complexity of obtaining sets $N_{k}, k=1,2, \ldots, q$, does not exceed $\mathrm{O}(\rho n \log n)$ where $\rho$ is the time complexity of calculating values of $\omega^{\prime}(i)$. The problem of finding such a permutation $\pi^{\prime} \in P_{n}(G)=P_{n}\left(C_{0}, G_{1}, \ldots, G_{q}\right)$ that $\Phi_{2}\left(\pi^{\prime}\right)=$ $\min \left\{\Phi_{2}(\pi): \pi \in P_{n}(G)\right\}$ is polynomially solvable. So we conclude that the problem $1 \|\left(\Phi_{1}(\pi), \Phi_{2}(\pi)\right)$ is polynomially solvable as well.

Consider now situations where Theorem 7 can be applied. Suppose that $\Phi_{1}(\pi)=$ $\left.F_{1}^{\prime}(\pi), \ldots, F_{\tau}^{\prime}(\pi)\right)$ and $\Phi_{2}(\pi)=F_{1}(\pi), \ldots, F_{\lambda}(\pi), \lambda=m-\tau$.

### 5.1. 1-priority-generating Vector Functions

In the case when vector function $\Phi_{2}(\pi)$ is 1-priority-generating with 1-priority function $\omega(i)$, the problem $1\left|G_{0}=C, G_{k}=\left(N_{k}, \emptyset\right), k=1,2, \ldots, q\right| \Phi_{2}(\pi)$ is $\mathrm{O}(\rho n l o g n)$ solvable. Here $\rho$ is the time complexity of calculating values of function $\omega(i)$. Indeed, to solve the mentioned problem it is enough to order elements of each set $N_{k}$ in nonincreasing of their priorities $\omega(i)$.

### 5.2. Maximal Cost

Let for each job $i$ there are given $\lambda=m-\tau$ non-decreasing penalty functions $\varphi_{i}^{(\mu)}(t), \mu=1,2, \ldots, \lambda, F_{\mu}(\pi)=\max \left\{\varphi_{i}^{(\mu)}\left(C_{i}(\pi)\right): i \in N\right\}$ and $\Phi_{2}(\pi)=$
$\left(F_{1}(\pi), F_{2}(\pi), \ldots, F_{\lambda}(\pi)\right)$. As usually, here $C_{i}(\pi)$ is the completion time of the job $i$ in a schedule determined by the permutation $\pi$.

Consider problem

$$
\begin{equation*}
1\left|r_{i}=T, G\right| \Phi_{2}(\pi) \tag{20}
\end{equation*}
$$

Here $r_{i}$ is the release time of job $i$ and for all jobs their release times are the same and equal to $T, G=(N, U)$ is an arbitrary directed circuit-free graph. To solve Problem (20) modify known algorithm by Lawler [10] in the following way.

Algorithm 1. Denote $\varphi_{i}(t)=\left(\varphi_{i}^{(1)}(t), \varphi_{i}^{(2)}(t), \ldots, \varphi_{i}^{(\lambda)}(t)\right), i \in N$. Let $N^{-}$be the set of all terminal vertices of the graph $G$. Considering inequality $\varphi_{i}(t) \leqslant \varphi_{j}(t)$ in the lexicographic sense, we find such an element $i_{n} \in N^{-}$that

$$
\varphi_{i_{n}}(\theta)=\min \left\{\varphi_{i}(\theta): i \in N^{-}\right\}
$$

where $\theta=T+\sum_{i \in N} t_{i}$. Set $N=N \backslash i_{n}$ and delete the vertex $i_{n}$ from $G$, calculate new value of $\theta$. Find the next element $i_{n-1} \in N^{-}$such that $\varphi_{i_{n-1}}(\theta)=\min \left\{\varphi_{i}(\theta): i \in\right.$ $\left.N^{-}\right\}$and so on. Repeating this process, we eventually find elements $i_{n-2}, \ldots, i_{2}, i_{1}$. Set $\pi^{*}=\left(i_{1}, i_{2}, \ldots, i_{n}\right)$.

The proof of the optimality of the permutation $\pi^{*}$ is almost the same as in case of Lawler's algorithm. Running time of Algorithm 1 is $\mathrm{O}\left(\rho n^{2}\right)$, where $\rho$ is the time complexity of calculating values of function $\varphi_{i}(t)$.

For solving problem $1\left|G_{0}=C, G_{k}=\left(N_{k}, \emptyset\right), k=1,2, \ldots, q\right| \Phi_{2}(\pi)$ it is enough to apply Algorithm 1 to each problem $1\left|r_{i}=T_{k}, G_{k}\right| \Phi_{2}(\pi), k=1,2, \ldots, q$, where $T_{k}=\sum_{\nu=1}^{k-1} t\left(N_{\nu}\right), t\left(N_{\nu}\right)=\sum_{i \in N_{\nu}} t_{i}, T_{1}=0$. These problems are even simpler than the one considered above since $G_{k}=\left(N_{k}, \emptyset\right)$. Here we have $N^{-}=N$. Having obtained optimal permutations $\pi_{1}^{*}, \pi_{2}^{*}, \ldots, \pi_{q}^{*}$ for these problems, we construct resulting permutation $\pi^{*}=\left(\pi_{1}^{*}, \pi_{2}^{*}, \ldots, \pi_{q}^{*}\right)$. Optimality of $\pi^{*}$ follows from the fact that processing jobs of set $N_{k}$ cannot start before the moment $T_{k}, k=1,2, \ldots, q$. Total running time of the algorithm will not exceed $\mathrm{O}\left(\rho n^{2}\right)$.

### 5.3. Number of Late Jobs

Let for each job $i \in N$ we are given a due-date $d_{i}$. Define $\Phi_{2}(\pi)=F(\pi)=$ $\sum_{i \in N} U_{i}(\pi)$, where $U_{i}(\pi)=0$ if $C_{i}(\pi) \leqslant d_{i}$ and $U_{i}(\pi)=1$ if $C_{i}(\pi)>d_{i}$. Thus we have problem $1\left|G_{0}=C, G_{k}=\left(N_{k}, \emptyset\right), k=1,2, \ldots, q\right| \sum U_{i}$.

Consider an auxiliary problem $1\left|r_{i}=T\right| \sum U_{i}$. This one is equivalent to the problem $1 \| \sum U_{i}^{\prime}$, where $U_{i}^{\prime}$ are determined for modified due-dates $d_{i}^{\prime}=d_{i}-T, i \in N$. To solve the last problem we use the known $\mathrm{O}(n \operatorname{logn})$ algorithm by Moore [20].

To solve problem $1\left|G_{0}=C, G_{k}=\left(N_{k}, \emptyset\right), k=1,2, \ldots, q\right| \sum U_{i}$, calculate values $T_{k}=\sum_{\nu=1}^{k-1} t\left(N_{\nu}\right), t\left(N_{\nu}\right)=\sum_{i \in N_{\nu}} t_{i}, T_{1}=0$, and solve $q$ auxiliary problems $1 \mid r_{i}=$ $T_{k}, G_{k}=\left(N_{k}, \emptyset\right) \mid \sum U_{i}, k=1,2, \ldots, q$, using Moor's algorithm in the described
above way. Having obtained optimal permutations $\pi_{1}^{*}, \pi_{2}^{*}, \ldots, \pi_{q}^{*}$ for these problems, we construct resulting permutation $\pi^{*}=\left(\pi_{1}^{*}, \pi_{2}^{*}, \ldots, \pi_{q}^{*}\right)$. Optimality of $\pi^{*}$ follows from the fact that processing jobs of set $N_{k}$ cannot start before the moment $T_{k}, k=1,2, \ldots, q$.

It is clear, that the time complexity of the resulting algorithm does not exceed $\mathrm{O}(n \log n)$.

## 6. Maximal Cost and Non-Adjacent Priority-Generating Functions

In this section we consider a case of Problem 1 when $q=n$, i.e., there are no group partition constraints. For simplicity, denote $G_{0}$ by $G=(N, U)$. We discuss a situation where $\Phi(\pi)=\left(\Phi_{1}(\pi), \Phi_{2}(\pi)\right)$, function $\Phi_{1}(\pi)=\left(F_{1}(\pi), F_{2}(\pi), \ldots, F_{m_{1}}(\pi)\right)$ is a vector maximal cost, i.e., all functions $F_{k}(\pi), k=1,2, \ldots, m_{1}$, are maximal costs (see Subsection 5.2). The vector function $\Phi_{2}(\pi)$ is supposed to be a non-adjacent prioritygenerating on $P_{n}(G)$.

If $G$ is an arbitrary directed graph then the problem under consideration is $N P$-hard. Indeed, let $m_{1}=1$ and $\varphi_{i}(t)=$ const for all $i \in N$. It implies that any permutation from $P_{n}(G)$ is optimal with respect to $\Phi_{1}(\pi)$. So we should minimize $\Phi_{2}(\pi)$ over $P_{n}(G)$, but this problem is $N P$-hard in the strong sense because of strongly $N P$-hardiness of minimizing the sum of completion times $\sum_{i=1}^{n} C_{i}$ (this function is non-adjacent prioritygenerating), see, e.g., [29].

Consider a polynomial solvable case of the problem. Suppose that the following conditions hold

$$
\begin{equation*}
\omega^{N A}(i) \geqslant \omega^{N A}(j) \quad \text { implies } \quad t_{i} \leqslant t_{j} \quad \text { for all } i, j \in N \tag{21}
\end{equation*}
$$

and

$$
\begin{equation*}
i \rightarrow j \quad \text { implies } \quad \omega^{N A}(i) \geqslant \omega^{N A}(j) \quad \text { for all } i, j \in N \tag{22}
\end{equation*}
$$

For finding the permutation $\pi^{*}$ which minimizes $\Phi(\pi)$ on $P_{n}(G)$ we make two steps. On the first step we find the permutation $\pi^{\prime}$ such that $\Phi_{1}\left(\pi^{\prime}\right)=\min \left\{\Phi_{1}(\pi): \pi \in\right.$ $\left.P_{n}(G)\right\}$. It may be done by Algorithm 1 in $\mathrm{O}\left(\rho n^{2}\right)$ operations (see Subsection 5.2). Denote $F_{k}=F_{k}\left(\pi^{\prime}\right), k=1,2, \ldots, m_{1}$.

On the second step we use the following algorithm.
Algorithm 2. Set $M=N, l=n$. Let $M_{1}$ be the set of all elements from $M$ which are associated with terminal vertices of $G$. Find such a set $M_{1}^{\prime}$ that

$$
\begin{equation*}
M_{1}^{\prime}=\left\{j \in M_{1}: \varphi_{j}^{k}\left(\sum_{p \in M} t_{p}\right) \leqslant F_{k}, k=1,2, \ldots, m_{1}\right\} \tag{23}
\end{equation*}
$$

On the $l$-th position in the permutation $\pi^{*}$ we allocate such an element $i \in M_{1}^{\prime}$, that $\omega^{N A}(i) \leqslant \omega^{N A}(j)$ for every $j \in M_{1}^{\prime}$.

Then we set $l=l-1, M=M \backslash i$ and allocate the next element on $l$-th position.

Theorem 8. Algorithm 2 gives an optimal permutation for the function $\Phi(\pi)$ under the constrains (21) and (22).

Proof. Show that the permutation $\pi^{*}=\left(i_{1}, i_{2}, \ldots, i_{n}\right)$ minimizes the function $\Phi(\pi)$ on $P_{n}(G)$. Let $\pi^{\prime}=\left(s_{1}, s_{2}, \ldots, s_{n}\right)$ be an optimal permutation and $i_{n}=s_{\nu}, \nu<n$. Find the least $r, \nu<r \leqslant n$ such that $\omega^{N A}\left(s_{r}\right) \geqslant \omega^{N A}\left(s_{\nu}\right)$. The index $r$ exists, since due to Algorithm 2 an inequality $\omega^{N A}\left(s_{n}\right) \geqslant \omega^{N A}\left(s_{\nu}\right)$ holds. Then for every $r_{1}, \nu<r_{1}<r$ we have $\omega^{N A}\left(s_{r_{1}}\right)<\omega^{N A}\left(s_{\nu}\right)$. Due to condition (22), $s_{r_{1}}$ is not a predecessor of $s_{r}$ for every $r_{1}, \nu<r_{1}<r$. So swapping $s_{\nu}$ and $s_{r}$ we get a feasible permutation $\pi^{\prime \prime}$ and $\Phi_{2}\left(\pi^{\prime \prime}\right) \leqslant \Phi_{2}\left(\pi^{\prime}\right)$. Now we show that the permutation $\pi^{\prime \prime}$ is optimal with respect to $\Phi_{1}(\pi)$. Due to condition (21) the inequality $t_{s_{\nu}} \geqslant t_{s_{r}}$ holds. So $\varphi_{i}^{k}\left(C_{i}\left(\pi^{\prime \prime}\right)\right) \leqslant \varphi_{i}^{k}\left(C_{i}\left(\pi^{\prime}\right)\right), k=1,2, \ldots, m_{1}$, for every $i \neq s_{\nu}$ and $\varphi_{s_{\nu}}^{k}\left(C_{s_{\nu}}\left(\pi^{\prime \prime}\right)\right) \leqslant$ $\varphi_{s_{\nu}}^{k}\left(C_{s_{\nu}}\left(\pi^{*}\right)\right) \leqslant F_{k}, k=1,2, \ldots, m_{1}$. Thus we have $F_{k}\left(\pi^{\prime \prime}\right) \leqslant F_{k}, j=1,2, \ldots, m_{1}$, and the permutation $\pi^{\prime \prime}$ is optimal with respect to $\Phi_{1}(\pi)$. We may repeat such transformations and find an optimal permutation which has the element $i_{n}$ on the last position. Similarly, in at most $n-1$ steps we find an optimal permutation that coincides with $\pi^{*}$.

The time complexity of Algorithm 2 is $\mathrm{O}\left(\rho n^{2}\right)$, so time complexity of finding $\pi^{*}$ is also $\mathrm{O}\left(\rho n^{2}\right)$. Here $\rho$ is the time complexity of calculating values of functions $\varphi_{j}^{k}$. We do not take into account the complexity of calculating values of functions $\omega^{N A}(i)$.

## 7. Conclusion

Usually optimization problems with ordered criteria are solved in the following way. First we are looking for the set of all optimal solutions with respect to the first, most important, criterion. Then we are searching for the subset of this set that consists of all optimal solutions with respect to the second criterion and so on. This manner of solving is very difficult and complicated. In this paper, due to constructing and applying an extension of the notion of priority-generating vector function we managed to solve several cases of the general problem in very effective polynomial way. The similar approach we use in case of vector objective function composed of maximal penalties and in some other situations.

It easy to check that all polynomially solvable problems listed in Section 2 are special cases of problems considered in Sections 5-6. So in the paper we give general techniques for solving all known and numerous new problems with ordered criteria.

The investigation of other sequencing and scheduling problems with ordered criteria is of a certain interest for future research.

The problem with ordered criteria may be reduced to sequential solving of singlecriterion problems. Sometimes it is the only possible way for a problem solving. So the single-criterion problem of finding all optimal solutions is of a special interest for solving problems with ordered criteria. Some results on this topic for sequencing problems were obtained by Monma and Sidney [19] and Tuzikov [30].
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## Nuoseklus išdėstymas su sutvarkymo kriterijais, pirmenybės bei grupiniu technologiju ribojimais

Adam JANIAK, Yakov SHAFRANSKY, Alexander TUZIKOV
Nagrinėjamos daugiakriterinio nuoseklaus išdèstymo problemos, kai kriterijai yra sutvarkomi pagal reikšminguma, atsižvelgiant ic pirmenybès bei grupiniu technologijų ribojimus. İvedama pranašumą generuojančio vektoriaus sąvoka ir nagrinėjama bendroji metodologija polinominiams nuoseklaus skaitmeninio išdėstymo algoritmams pagristi, apimanti visas žinomas polinomiškai sprendžiamas problemas. Pateikiama išsami žinomų nuoseklaus išdėstymo su sutvarkytais kriterijais rezultatų apžvalga.

