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Abstract. Healthcare has seen many advances in sensor technology, but with recent improvements
in networks and the addition of the Internet of Things, it is even more promising. Current solutions
to managing healthcare data with cloud computing may be unreliable at the most critical moments.
High response latency, large volumes of data, and security are the main issues of this approach. The
promising solution is fog computing, which offers an immediate response resistant to disconnec-
tions and ways to process big data using real-time analytics and artificial intelligence (AI). However,
fog computing has not yet matured and there are still many challenges. This article presents for a
computer scientist a systematic review of the literature on fog computing in healthcare. Articles pub-
lished in six years are analysed from the service, software, hardware, information technologies and
mobility with autonomy perspectives. The contribution of this study includes an analysis of recent
trends, focus areas and benefits of the use of Al techniques in fog computing e-health applications.
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1. Introduction

Healthcare is one of the most expensive industries because it is person-centred and re-
quires individual evaluations by healthcare workers. Integrating new technologies based
on individual evaluation for general and preventive healthcare can reduce costs and offer
real-time evaluation. As the populations of many countries age, the health system is facing
an increasing burden, so additional technological solutions that could increase the avail-
ability of healthcare services while maintaining the appropriate quality must be sought.

The popularity and availability of Internet of Things (IoT) devices opened new oppor-
tunities to expand medical care and services not only in medical facilities and hospitals,
but also in the homes of patients. IoT devices reduce the number of healthcare person-
nel because real-time assessment can be done without the intervention of a healthcare
professional. The digital transformation in e-health combines information gathering, pro-
cessing, communication (health data transmission and networks), and management (Maki
et al., 2022) that are essential to healthcare delivery and depend on system hardware and
software components that work with healthcare computing technologies.

*Corresponding author.


https://doi.org/10.15388/23-INFOR525

578 D. Navakauskas, M. Kazlauskas

Many current electronic healthcare systems are based on cloud computing to store
and process large amounts of data created by edge devices. However, due to high la-
tency, this approach alone may not be viable because of bandwidth limitations, latency
issues and unpredictable network disruptions (Linthicum, 2017). To address high la-
tency, fog computing could be the right solution that addresses not only long response
times but also bandwidth issues caused by the vast amounts of data sent by medical de-
vices.

Rapid response, scalability, device variety, mobility, wireless access, real-time data
analysis, emergency notifications, low power consumption, security and privacy with de-
personalised data — all of this may be offered by fog computing, which began to develop in
2010 when CISCO telecommunications company workers spoke for the first time about it.
Then, in 2011 and 2012, the first scientific works appeared on fog computing in connected
vehicle architecture (Bonomi, 2011) and fog computing role in IoT (Bonomi et al., 2012).
Since then, the fog computing term has been successfully established. Fog computing, in
general, is computing and storage resources located near edge devices. Fog computing
devices operate physically and function between edge devices and the cloud.

The goal of fog computing is to increase efficiency, performance, and reduce the
amount of data sent to the cloud in which it must be processed, analysed, and stored (Al-
Fuqaha et al., 2015), also to reduce the data processing load on data centres and edge
devices, which have limited resources. The data collected by the sensors are collected,
processed and stored in a temporary database of the fog node device, rather than being
transmitted to the cloud, thus avoiding mutual and network traffic data delays. Fog nodes
are also known as gateways, and in addition to a simple network function, they have storage
and processing capabilities. Such a fog node device can perform data preprocessing and
part of the cloud computing processing close to the devices within the (IoT) ecosystem,
thus enabling a faster response to events compared to the cloud.

The fast decision-making process is critical for e-health applications that transmit data
for remote real-time processing over the network. The purpose of such programs is to
actively monitor patients and processes, thus providing valuable information to enable
conclusions. Long delay in such decision-making process, communication of emergency
and giving timely treatment may be fatal. In such situations, fog computing facilitates a
very fast and secure response by reducing the transmission of the network to the remote
cloud (Kanani and Padole, 2020).

Many of the current review articles focus on simply listing existing technologies, ser-
vices, applications, and problems, thus not providing a deeper formal analysis from partic-
ularised viewpoints (cf. Section 4). Our goal in this work is to summarise the technology
concerning fog computing being applied and to identify promising directions for its use in
healthcare. In this work, we will provide a systematic look at fog computing in healthcare
by analysing scientific articles published in the last 6 years in chosen perspectives such
as services, software, hardware, information technologies, and mobility with autonomy,
and then we will look deeper into the area of currently booming Al techniques used in
healthcare fog computing solutions.
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2. Methods

This systematic review of the literature provides a research overview of fog computing in
healthcare. We verify and quantify the research evidence from the different perspectives
chosen. The methods we applied to the systematic review of the literature were based on
the following activities:

Research questions — formulation of research questions.

Search strategy — outlining the strategy and the libraries of scientific articles explored.
Selection of articles — explanation of the criteria for article selection.

Quality assessment — description of the quality assessment of the selected articles.
Distribution of articles — presentation of the chronological distribution of the studies.
Processing of results — description of the main methods used to process the results.
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Studies identified
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e By quality criteria: 5

Systematic Review Workflow

Fig. 1. Systematic review workflow with PRISMA.

The process is performed according to the PRISMA workflow (Page et al., 2021) shown
in Fig. | and is detailed in the following subsections.

2.1. Research Questions

The formulation of the research questions is one of the first steps in a systematic review of
articles. In this way, we try to perform a classification from chosen perspectives that are
related to fog computing and healthcare. In line with the goal of this review, to provide a
computer scientist with a detailed analysis of the latest research done on fog computing
in e-health, we formulate the following research questions:

Q1. What are the recent trends and focus areas in fog computing e-health applications?
Q2. What are the benefits of using artificial intelligence (AI) techniques for fog computing
in e-health?

2.2. Search Strategy

The main objective of the search strategy was to find relevant work related to fog com-
puting and healthcare. We had defined the scope of the search and keywords by selecting
the most important words related to the topic of the investigation for broader results. The
search strategy consisted of constructing keywords to query related work in the field of fog
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computing and healthcare. The keywords “fog” and “health” were used for the resulting
search string to select articles.

The article search was performed by topic, including the title, abstract, and author key-
words. We manually analysed the coverage of fog and healthcare information in terms of
topic relevance and context. In the search phase, the articles were obtained from databases
applying the created keywords using the Web of Science article search tool, which is main-
tained by Clarivate Analytics. The following are main full content electronic databases to
which we had access: ACM Digital Library, Elsevier, Emerald Insight, Hindawi, IEEE
Xplore, MDPI, SpringerLink, Tech Science Press, and Wiley Online Library.

To limit the scope of the search, the year range from 2017 to 2022 was set, and then
all search results were manually filtered by selecting the article by hand.

2.3. Selection of Articles

All articles that were not relevant to the topics of fog computing and healthcare were
removed. The following exclusion criteria were used:

e The article does not address fog computing using “fog” or related acronyms.
e The article does not address healthcare using “health” or related acronyms.
e The article does not address Al (when answering the research question Q2).

Initially, articles that fall under search criteria were filtered by document type. These
include, e.g. conference papers, journal articles, books, or book chapters. The articles
were then filtered by year. Subsequently, articles whose title, abstract, or keywords did not
mention fog computing and healthcare terms were excluded. Finally, if we were still not
sure about the article, we carefully read it to ensure that what we are looking at is related
to fog computing and healthcare. Finally, irrelevant articles were removed.

2.4. Quality Assessment

The quality assessment criterion was chosen to verify that the article is a relevant study
that is necessary to evaluate. We evaluate the selected articles considering the purpose of
the investigation, contextualisation, literature review, related work, methodology, result,
and conclusion according to the objectives and indication of future studies.

Quality assessment criteria used in the systematic review:

e The purpose of the research is clearly stated.

e The main contribution: original research, review, or analysis is present.
e The work has research results.

e The conclusions are related to the research objectives.

2.5. Distribution of Articles

To structure the search results, we allocated articles by year to be able to see yearly trends.
Figure 2 shows the selection process and how the filtering process of the articles works.
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Fig. 2. Distribution of articles — number of relevant and irrelevant articles.

Before using the exclusion criteria, we found 1222 articles in the preliminary search, of
which 848 (69%) articles were considered irrelevant (5 articles failed quality assessment).
Therefore, the final selection was of 374 articles (31%) that were used to answer the re-
search questions.

2.6. Processing of Results

The processing results for the first research question Q1 included the identification of five
perspectives and the allocation of found terms into these categories: services, software,
hardware, information technologies, and mobility with autonomy. All article data in the
tables were presented annually (2017-2022), while individual table rows, representing
the number of articles that elaborate on the specific term, were sorted out according to
the total number of such articles. Using the statistical significance level of 5% (term was
considered not significant if it was below 5% of the sum of all used terms), we determined
significant terms (in the context of perspective under the consideration) and in tables sepa-
rated them from the rest by a line. Moreover, only for the significant terms, we determined
the maximum uses of the terms in the period of our investigation and additionally in the
tables outlined them with the grey background. In order to extract the main trend based
on the number of articles that elaborate on particular significant terms, we presented the
data graphically using the line fitting-to-data technique.

The processing results for the second research question Q2 included the identification
of three perspectives and the allocation of found terms into these categories: computa-
tional intelligence, machine learning, and neural networks. For each perspective, all the
data about the article was presented in two types of tables. The first-type tables summarise
the total number of articles (published from 2017 to 2022), when individual table rows,
representing the total number of articles that elaborate on the specific term (technique),
were sorted in decreasing order. Using the statistical significance level of 5% (term is con-
sidered not significant if the number of its uses is below 5% of the total sum of all used
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terms), we determined significant terms (in the context of perspective under consideration)
and in tables separated them from the rest by a line. Also, with the grey background in
these tables, we outlined the best techniques, i.e. techniques for fog computing that scored
the highest accuracy in e-health applications. The second-type tables present data on com-
parative research studies of techniques (in the context of perspective under consideration)
listing achieved accuracy, e-health application, investigated and the best techniques. The
table rows are sorted in the accuracy decreasing order and, for convenience, are addition-
ally labelled by process type: classification (C), detection (D), identification (I), optimi-
sation (O), prediction (P), and recognition (R). With the grey background in these tables,
we also outlined the significant terms from the first-type tables.

3. Results

Here, the actual findings based on the methodology presented and structured according
to the research questions raised are summarised. Their comparison with other reviews
outcomes is given afterwards in the discussion section.

3.1. The Recent Trends and Focus Areas in Fog Computing E-Health Applications

The most important perspectives for the developers of fog computing e-health applica-
tions that we identified are services, software, hardware, information technologies, and
mobility with autonomy. We have chosen services, software and information technologies
perspectives to give insight to computer science specialists, while hardware and mobility
with autonomy perspectives to give insight to computer engineers, because connectivity
everywhere is becoming widely used and opens more ways to gather and process data. We
present the results of the answer to the first research question in these five perspectives.

3.1.1. Services Perspective

In total, 14 most common terms that describe services in fog computing e-health applica-
tions were chosen and used to get a view of the first perspective. Table | summarises the
results on these terms appearing in a representative set of articles.

From the data in the table it becomes evident that there are only six significant service-
related terms (distinguished from the rest by a horizontal line) in the literature on fog
computing e-health applications: monitoring, framework, architecture, data security, alert
generation and prediction. “Monitoring” is the term most frequently used in articles, with
a number of uses up to three times as low as any other term considered. All significant
terms use maximum numbers (marked with the grey background) that vary from 16 to
46 times and appeared in the last year.

The main trends of the use of significant terms are shown in Fig. 3. From the pictorial
representation in the figure it is clear that all six significant terms are trending, i.e. their
use during the years 2017-2022 is increasing. It is seen that five terms during the years
2020 and 2021 had a decrease, though their use in 2022 peaked.
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Table 1
The number of articles that in 2017-2022 addressed a service in fog computing e-health applications.
Services 2017 2018 2019 2020 2021 2022 Total
Monitoring 11 21 29 28 27 46 162
Framework 1 7 7 15 19 36 85
Architecture 7 7 20 8 9 33 84
Data security 4 8 13 8 19 27 79
Alert generation 3 6 13 13 9 16 60
Prediction 1 5 7 11 9 20 53
Detection 0 3 7 4 2 5 21
Load management 0 1 2 1 5 7 16
Task management 0 0 2 2 4 8 16
Resource management 2 3 1 5 0 4 15
Data management 0 1 6 2 0 4 13
Offloading 1 0 1 2 5 4 13
Contact tracing 2 2 0 6 2 0 12
Notification 3 2 2 3 1 0 11
50
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Fig. 3. Total annual mentions of significant terms of services and their linear approximation.

3.1.2. Software Perspective

Software is an important part of the fog computing of e-health that is responsible for
network simulation and verification, application front-end, back-end operation, and the
operating environment. In total, 21 most common terms describing software in fog com-
puting e-health applications were chosen to gain a view of the second perspective. Table 2
summarises the results on these terms appearing in a representative set of articles.

From the data in the table it becomes apparent that there are only six significant
software-related terms (outlined by a horizontal line) in the literature on fog computing
e-health applications: programming languages, cloud, simulators, frameworks, machine
learning and operating systems. “Programming languages” is the term most frequently
used in articles, with a number of uses up to three times as low as any other term con-
sidered. All significant terms use maximum numbers (marked with the grey background)
that vary from 14 to 43 times and appear during the last four years under consideration.
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Table 2

The number of articles that in 2017-2022 addressed a software in fog computing e-health applications.
Software 2017 2018 2019 2020 2021 2022 Total
Programming Language 13 28 43 31 32 42 189
Cloud 5 13 15 15 8 33 89
Simulator 3 8 11 16 17 29 84
Framework 0 9 19 10 2 14 54
Machine Learning 1 9 9 11 8 14 52
Operating System 4 12 19 10 2 4 51
Library 0 7 8 4 5 14 38
API 1 4 7 8 4 11 35
Development Environment 1 6 3 8 4 11 33
Database 0 5 11 2 1 12 31
Tool 2 3 6 3 6 10 30
Data Analytics 0 5 7 5 3 2 22
Database Management System 1 7 4 3 0 5 20
Virtualisation 2 1 2 3 2 3 13
Encryption 1 5 2 1 1 0 10
IoT Platform 1 0 5 1 1 2 10
Data Visualisation 0 1 6 1 0 2 10
Data Processing 0 2 4 2 1 0 9
Maps 2 2 1 1 2 1 9
Deep Learning API 0 0 2 2 1 2 7
Engine 1 0 2 2 0 0 5

Number of Articles

¢
M7 2018

Fig. 4. Total annual mentions of significant terms of software and their linear approximation.
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The main trends of significant term use are shown in Fig. 4 using a line fitting to-
data technique. From the figure it is evident that three of the six significant terms are
trending, i.e. their use during the years 2017-2022 is increasing, which are: “program-

9% <

ming languages”,

cloud” and “simulators”. The increase in the usage of terms “machine

learning” and “framework” was minimal. Only the trend of the use of the term “operating
system” (whose usage in 2019 peaked) is decreasing. It is seen that four terms during the
years 2020 and 2021 had a decrease though their use in 2022 peaked.
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3.1.3. Hardware Perspective

The fog environment commonly consists of few end devices that are heterogeneous, mak-
ing the system more diverse. When developing fog applications, the computing platform,
its devices, and network heterogeneity should be considered. Such systems consist of edge,
fog, and cloud layer devices, [oMT, general-use sensors, and sometimes batteries, if de-
vices are mobile. We will separately analyse sensor node and fog node hardware.

Sensor node hardware. In total, 11 most common terms describing sensor node hard-
ware in fog computing e-health applications were chosen and used. The upper part of
Table 3 summarises the results on these terms appearing in a representative set of articles.

The table data grounds that in the literature on fog computing e-health applications,
there are five significant sensor node hardware-related terms (distinguished from the rest
by a horizontal line): sensors, smartphones, microcontroller units (MCU), network mod-
ules and specialised sensor nodes. The term “sensor” is the most frequently used term
in articles, with a number of uses up to six times lower than any other term considered.
All significant terms use maximum numbers (marked with the grey background) that vary
from 7 to 71 times and appear from 2019 to 2022.

The main trends of significant term use are shown in Fig. 5(a) using a line fitting
to-data technique. From the figure it is clear that one of the five significant terms — “sen-
sor” is trending. The increase in the usage of the terms “smartphone” and “MCU” was
minimal (which peaked in the last three years) and the decrease in the usage of the term

Table 3
The number of articles that in 2017-2022 addressed a particular hardware of sensor
node (upper part) or fog node (lower part) in fog computing e-health applications.

Sensor node 2017 2018 2019 2020 2021 2022 Total

Sensor 4 14 27 9 5 71 130
Smartphone 5 7 12 13 8 13 58
MCU 4 10 15 4 6 16 55
Net. Module 3 5 10 1 0 6 25
Sensor Node 0 3 4 7 3 3 20
Battery 0 0 5 3 0 4 12
SBC 0 1 2 2 0 4 9
Smartwatch 2 0 2 3 0 0 7
Smart Wr. 0 2 1 1 1 0 5
OBU 1 0 0 0 2 0 3
Controller 0 1 1 0 0 0 2
Fog node 2017 2018 2019 2020 2021 2022 Total
SBC 7 14 16 9 4 11 61
Fog Node 2 4 13 9 5 14 47
PC 1 3 6 7 1 13 31
MCU 1 5 4 1 2 2 15
Smartphone 3 3 4 0 1 2 13
Net. Module 0 5 6 0 0 0 11
Server 1 0 0 2 0 2 5
Router 1 0 2 0 0 0 3
RSU 1 0 0 0 1 0 2
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Fig. 5. Total annual mentions of significant terms of hardware node type and their linear approximation.

“sensor node” was also minimal (which peaked in 2020). Only the trend of usage of the
term “network module” (which peaked in 2019) was decreasing.

Fog node hardware. In total, 9 most common terms describing fog node hardware in
fog computing e-health applications were chosen and used. The lower part of Table 3 sum-
marises the results on these terms appearing in a representative set of articles. There are six
significant fog node hardware-related terms (outlined by a horizontal line in the table) in
the literature on fog computing e-health applications: single board computers (SBC), spe-
cialised fog nodes, more powerful personal computers (PC), microcontroller units (MCU),
smartphones and network modules. “SBC” is the most commonly used term in articles,
with a number of uses up to five times as low as any other term considered. All significant
terms use maximum numbers (marked with the grey background in the table) which vary
from 4 to 16 times and appear from 2018 to 2022.

The main trends of significant terms use are shown in Fig. 5(b) using a line fitting
to-data technique. From the figure it is evident that two of the six significant terms are
trending, the use of terms “fog node” and “PC” during the years 2017-2022 is increasing.
The decrease of the usage of terms “SBC”, “MCU” and “smartphone” was minimal, while
the usage of “network module” decreased significantly.

3.1.4. Information Technologies Perspective

Network resources in the three-tier fog architecture can exist near edge devices in the ded-
icated fog equipment or within edge devices. This complexity requires the development
of middleware that can manage the common pool of device resources, allocate them to
application workloads, and work with various network connectivity and data processing
technologies.

In total, 14 most common terms describing information technologies in fog computing
e-health applications were chosen and used to get a view of the fourth perspective. Table 4
summarises the results on these terms that appear in a representative set of articles.

The table data grounds that there are only six significant information technologies-
related terms (distinguished from the rest by a horizontal line) in the literature on fog
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Table 4
The number of articles that in 2017-2022 addressed particular information technology in fog computing
e-health applications.

Information technologies 2017 2018 2019 2020 2021 2022 Total
Network 33 39 79 57 26 48 282
Machine Learning 3 15 31 37 35 81 202
Neural Network 3 16 20 30 28 65 162
Protocol 1 31 23 17 10 20 102
Computational Intelligence 5 12 14 22 19 26 98
Data Encryption 8 8 9 8 13 19 65
Virtualisation 6 12 10 9 4 8 49
Data Security 1 1 9 5 13 20 49
Data Processing 3 12 7 11 6 3 42
Service 7 11 6 6 5 6 41
Statistics 1 7 6 7 4 16 41
Data Representation 1 9 11 3 5 8 37
Optimisation 0 4 2 10 1 1 18
Standard 3 1 5 2 4 0 15
80 3
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Fig. 6. Total annual mentions of significant information technology terms and their linear approximation.

computing e-health applications: networks, machine learning, neural networks, protocols,
computational intelligence and data encryption. “Network™ is the term most frequently
used in articles, with a number of up to four times as low as any other term considered.
All significant terms use maximum numbers (marked with the grey background) that vary
from 19 to 81 times and appear from 2018 to 2022.

The main trends of significant term use are shown in Fig. 6 using a line fitting to-data
technique. From the pictorial representation in the figure it is clear that three of the six
significant terms are trending, the use of the terms “machine learning”, “neural network”
and “computational intelligence” during the years 2017-2022 is increasing. The increase

in the usage of the terms “data encryption”, “network” and “protocol” was minimal (whose
use in 2022, 2019 and 2018 peaked accordingly).
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3.1.5. Mobility with Autonomy Perspective

With the rapidly increasing number of mobile and handheld devices, current computing
architectures require computation over anywhere, anytime, and anything connectivity. As
people and the computing nodes they use may be mobile, mobility is a barrier to comput-
ing in the fog computing environment because some of the data can also be stored at fixed
locations. Therefore, the researchers are working on developing solutions for handling
mobility, load balancing, task and services migration.

Mobility is one of the newest and least researched aspects of e-health fog computing.
Two main groups can be distinguished: mobility of the device or of the service. The types
of mobility devices present in the literature include wearable IoT devices or vehicle IoT
nodes that can establish a connection with fog nodes distributed in the area.

In total, five most common terms describing mobility with autonomy in fog computing
e-health applications were chosen and used to get a view of the fifth perspective. Table 5
summarises the results on these terms that appear in a representative set of articles.

There are two significant terms related to mobility and autonomy in the literature on fog
computing e-health applications: wearable IoT devices and vehicle IoT nodes. “Wearable
IoT device” is the term most frequently used in articles, with a number of up to three times
lower than any other term considered. All significant terms use maximum numbers (on
the grey background) that vary from 3 to 8 times and appear from 2020 to 2022.

The main trends of significant term use are shown in Fig. 7. From the figure it is clear
that one term is trending, even though the use of the term “wearable IoT device” drops in

Table 5
The number of articles that in 2017-2022 addressed a particular mobility with autonomy
in fog computing e-health applications.

Mobility with autonomy 2017 2018 2019 2020 2021 2022  Total

Wearable IoT Device 1 3 6 8 0 8 26
Vehicle IoT Node 1 1 0 2 3 0 7
Handover Mechanism 0 1 0 1 0 0 2
Task Migration 1 0 1 0 0 0 2
Portable Gateways 0 1 0 0 0 0 1
10
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Fig. 7. Total annual mentions of significant terms of mobility with autonomy and their linear approximation.
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2021. On the contrary, the increase in the use of the term “vehicle IoT node” is minimal
and decreases in years 2019 and 2022, respectively.

3.2. The Benefits of Using Artificial Intelligence Techniques for Fog Computing in
E-Health

The most important subfields of Al for fog computing e-health applications that we
identified are computational intelligence, machine learning and neural networks. There-
fore, we present an answer to the second research question from these three perspec-
tives.

3.2.1. Computational Intelligence Methods

Computational intelligence (CI) uses a combination of five main paradigms (Engelbrecht,
2007): fuzzy logic, artificial neural networks, evolutionary computing, swarm intelli-
gence, and artificial immune systems. In addition to these paradigms, probabilistic meth-
ods are frequently used together with CI techniques, which help deal with uncertainty or
imprecision. Due to the popularity and large nomenclature of artificial neural networks,
we made the decision to analyse this subset separately.

Table 6 presents a list of CI techniques that were applied during our period of inves-
tigation of fog computing in e-health. The data in the table are sorted in decreasing order
of technique use times, and the statistically significant terms are separated by line. The
data point to six significant techniques from 17 in total. Each significant application of
the technique was explored in 6 to 20 articles. Moreover, it becomes clear that fuzzy logic
based techniques — FS, FKNN, and FCM cover nearly 45%, the sum of all significant
applications.

The benefits of using CI techniques for fog computing in e-health applications are
revealed in Table 7. Here data from articles about comparative research of CI techniques
are summarised — listing achieved accuracy, e-health application, investigated and the best
techniques (marked with the grey background). According to Section 2.6, all results are

Table 6

The total number of articles that use a particular CI term.
Term (CI technique) Total
Naive Bayes (NB, W-NB, G-NB) 20
Fuzzy Decision Making System (FS) 18
Bayesian Belief Network (BBN, W-BBN) 14
Fuzzy k-Nearest Neighbour (FKNN, FKNN-CBR) 10
Genetic Algorithm (GA, pGA) 7
Fuzzy C-Means (FCM, W-FC)
Naive Bayesian Network 4
Bayesian Belief Model (BBM); Case-Based Reasoning (CBR) 3
Ant Colony Optimisation; Gaussian Mixture Model (GMM); Hidden Markov Model 2

(HMM, FHMM); Semantic Reasoning
Binary Classification; Evolutionary Algorithms; Fuzzy-Assisted Machine Learning 1
Framework (F-AMLF); Pattern Matching
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Table 7
Benefits of using CI techniques for fog computing in e-health applications.
Accuracy Application Type Methods (best accuracy) Article
97.53 Healthcare service quality C BBM, KNN, ANN, SVM Ahanger et al. (2022)

classification.
97.00 Health status prediction by temporal P FHMM, CDS, Gaussian, Ijaz et al. (2020)
analysis. MoPS, BBN, CPE
96.50 Health severity classification. C BBN, KNN, ANN, SVM Bhatia and Sood (2019)
95.90 Analysis of the category of a user C FCM, NB, RDT, FKNN  Bhatia and Kumari (2022)
based on health-related parameters.
95.90 Classification of the user into infected C FKNN, NB, RDT, J48 DT Vijayakumar et al. (2019)
or uninfected.

93.60 Computing capacity needed to P F-AMLF, KNN, TCVC, Kamruzzaman et al. (2022)
maintain fog and cloud projections. DCNN, CIoT-HP
93.42 Probabilistic classification for C W-NB, CNN, LSTM Manocha (2022)

environmental and health events.
91.41 Identification of activity and health 1 HMM, KNN, DT, SVM, Poonia et al. (2021)
condition. NN

sorted in decreasing order of accuracy. It appears that all the eight best CI techniques —
BBM, FHMM, BBN, FCM, FKNN, F-AMLF, W-NB, and HMM, achieve accuracies
of 91.41% to 97.53%. Apparently, only BBN, FCM, FKNN and W-NB are significant
terms (see Table 6 text on the grey background and above the line). However, the best
techniques BBM, FHMM, F-AMLF and HMM require more attention from researchers.

3.2.2. Machine Learning Methods

Machine learning (ML) is a subfield of AI. With ML algorithms, a model is built based
on sample data, known as training data, to make predictions or decisions. A subset of
ML is also related to computational statistics, which focuses on making predictions us-
ing computers, but not all ML is statistical learning. The ML field is also impacted by
mathematical optimisation theory that delivers methods and applications to the domain.

Table 8 presents a list of ML techniques that were applied in the 2017-2022 period for
fog computing in e-health. According to Section 2.6, the data in the table are sorted in de-
creasing order of technique use times, and the statistically significant terms are separated
by line. The data points to five significant techniques out of 33 in total. The applications
of each significant technique — SVM, DT, NN, ML, and RF — were explored in 14 to
42 articles. SVM is the most commonly used technique and covers 30% of all significant
applications. Apparently, the term “machine learning” that is too general in our context
scores fourth.

The benefits of using ML techniques for fog computing in e-health applications are
shown in Table 9. Here data from articles about ML techniques comparative research is
summarised by listing achieved accuracy, e-health application, investigated and the best
techniques (shown on the grey background). The data are sorted in decreasing accuracy
order.

The table data clarify that all of the best 11 ML techniques — SVM, KNN, self-trained
SVSL, RF, EN, HEHCRC, RC, J48 DT, MW, REPT, and AdaBoost — achieve accuracies
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Table 8
The total number of articles that use a particular ML term.

Term (ML technique) Total
Support Vector Machine (SVM) 42
Decision Tree (DT, Alternate DT, J48 DT, RDT, REPT) 37
Nearest Neighbour (NN, ANN, FNN, KNN, KMNN, MKNN) 36
Machine Learning 12
Random Forest (RF, BRF) 14
Ensemble Learning (EN, HVEN, SVEN); K-Clustering (KMC, KMedoidsC, W-KMC, KEC) 8

Gradient Boosting; Self-Organised Mapping

Reinforcement Learning

Unsupervised Learning

AdaBoost; Bagging Classifier; Federated Learning; Self-Voting & Self-Learning (SVSL,
Self-Trained SVSL); Transfer Learning

CloudlIoT-Health Paradigm (CIoT-HP); Entropy Based Triple ML; Error-Correction Output Codes; 1
Fault Tree; Feature Selector; Hierarchical Tree; Hybrid Endemic Halsen Classifier via Resemblance
Coefticient (HEHCRC); Instance Based Learning (IBL); Isolation Forest; Least Squares Boosting;
Longest Common Sub-sequence; Morlet Wavelet (MW); Random Committee (RC); Singular Vector
Decomposition; Task Classification and Virtual Machine Categorization (TCVC); Q-Learning;
Unsupervised Clustering

N W R W

Table 9
Benefits of using ML techniques for fog computing in e-health applications.

Accuracy Application Type Methods (best accuracy)  Atrticle
99.84 Panic health status classification. C ~ SVM, BBN, KNN, REPT  Sahil and Sood (2022)
98.70 Heartbeat detection. D KNN, PT, SSK, FOD Scirg¢ et al. (2019)
97.59 Activity recognition. R  Self-Trained SVSL, RF, Albeshri (2021)

GLM, MLP, AdaBoost,

SVSL
97.32 Heart disease severity prediction. P RF, NB, KNN, SVM, ANN Chakraborty and Kishor (2022)
96.35 Differentiation of cyber attacks 1 EN, NB, DT, RF Kumar et al. (2021)

from normal instances.
96.32 Mosquito disease prediction. P HEHCRC, NB, RDT, J48  Suggala et al. (2022)
DT, FKNN
94.86 Object prediction for visually P RC, IBL, K*, CNN Busaeed et al. (2022)
impaired people.
95.59 Risk level estimation of diabetes. C ~ J48 DT, KNN, MLP, RDT Aldaej (2022)
92.50 Human fall detection. D MW, ANN Ribeiro et al. (2022)
92.39 Home activity classification. C REPT, NB, SMO, MLP El-Hasnony et al. (2020)
79.10 Family activities classification. C  AdaBoost, GMM, SVM, RF Gu et al. (2020)

from 79.10% to 99.84%. Apparently, only SVM, KNN, RF, J48 DT, and REPT are sig-
nificant terms (see the text in Table 8 on the grey background), i.e. fairly addressed in the
analyses. Thus, self-trained SVSL, EN, HEHCRC, RC, MW, and AdaBoost require more
attention from researchers working in fog computing.

3.2.3. Neural Network Methods

Artificial neural networks (ANN) or neural networks (NN), are computing systems in-
spired by the biological neurons of brains. An ANN is based on an artificial neuron that
receives and processes signals and can signal other neurons connected to it. Typically, they
are aggregated into layers, the number of which determines the depth of the NN.
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Table 10

The total number of articles that use a particular ANN term.
Term (ANN technique) Total
Artificial NN (ANN, ANN-BP, ANN-CBR, ANN-GA, ANN-ICA, t-ANN) 34
Convolutional NN (CNN, ACNN, CCNN, t-CNN, Lite CNN, FOBCNN, SOBCNN, GSO-CCNN) 26
Long Short-Term Memory Network (LSTM, Bidirectional LSTM, MLSTM, Ant-Lion optimised 25
LSTM, Stacked LSTM)
Recurrent NN (RNN, ST-RNN, t-RNN) 13
Deep NN (DNN, DHNN); Multi-Layer Perceptron (MLP) 11
Deep Learning 8
Deep Convolutional NN (DCNN, ADCNN) 6
Adaptive Neuro-Fuzzy Inference System (ANFIS, ANFIS-GA, FS-ANFIS); Autoencoder (AE, Deep 4
AE, Stacked AE, Auto-IF)
Probabilistic Neural Network; Single-Layer NN (SLNN, SHLNN) 2

Cascaded Deep Learning; Conditional Deep Learning Network (CDLN); Convolutional Support 1
Vector Machine (CSVM); Chaotic Cuckoo Optimization with CSVM (CCO-CSVM); Extremal
Optimisation Tuned NN; Extreme Learning Machine; Generative Adversarial Network;

Multiple-Layer NN (MLNN)

Table 11

Benefits of using ANN for fog computing in e-health applications.

Accuracy Application

Type Methods (best accuracy)

Article

99.86 Fall detection. D CNN, LSTM Santos et al. (2019)
99.86 Patient condition recognition. R DNN, SNN Bagula et al. (2018)
98.99 Categorisation of the severity of C ANN-BP, W-BBN, KNN, Manocha et al. (2020b)
patients’ health status. SVM, DT
98.48 Skin image classification. C ANN, SVM Yu and Reiff-Marganiec
(2021)
97.60 Task scheduling. O  DHNN, DCNN, Deep AE  Nagarajan et al. (2021)
97.50 Breast cancer prediction. P MLNN, SLNN Liu et al. (2018)
96.43 Epileptic seizure detection. D t-CNN, SA, CNN Singh and Malhotra (2022)
96.10 Heart disease prediction. P GSO-CCNN, DNN, RNN, Raju et al. (2022)
LSTM, CNN, CCNN
95.40 Intrusion detection. D Auto-IF, AE, IF Sadaf and Sultana (2020)
95.38 Animals’ health prediction. P t-ANN, LSTM, CNN, MLP Bhatia (2020)
95.32 Health severity prediction. P MLSTM, DT, Nearest Kumari et al. (2022)
Neighbour, NN, SVM, RNN
94.94 Activity recognition. R ACNN, FOBCNN, Rashid et al. (2022)
SOBCNN, CDLN
94.85 Health vulnerability prediction. P ANFIS-GA, ANN, ANFIS Manocha et al. (2020a)
94.71 Animals’ health severity prediction. P RNN, SVM, ANN, KNN Bhatia et al. (2021)
94.60 Acoustic events identification. I ANN-CBR, ANN, CBR Navarro et al. (2018)
93.12 Covid hotspot identification. I Bidirectional LSTM, KNN, Ghosh et al. (2022)
DT, SVM, CNN, ST-RNN
92.00 Atrial fibrillation detection. D Stacked LSTM, RNN, Sun et al. (2021)
LSTM
90.54 Encephalitis severity prediction in P FS-ANFIS, ANN, FS, Gupta and Singh (2022)
fog and cloud. SVM, NB
86.45 Various diseases prediction. P CCO-CSVM, CSVM Alabdulkreem et al. (2022)
84.88 Heart disease identification. 1 ANFIS, NB, FS Sood and Mahajan (2018)

Similarly to previous sections, Table 10 presents a list of ANN techniques that were
applied during our period of investigation of fog computing in e-health, while Table 11
shows the benefits of using ANN techniques for fog computing in e-health applications.



Fog Computing in Healthcare: Systematic Review 593

The data in Table 10 point to seven significant techniques (separated by line) — ANN,
CNN, LSTM, RNN, DNN, MLP, and Deep Learning — from 20 in total. Each significant
application of the technique was explored in 8 to 34 articles. Distinctively, here the term
“Artificial neural network™ scores first and its usage is 27% of all significant applications.
Apparently, the term “deep learning” that is too general in our context scores seventh.

Data from articles on comparative research on ANN techniques are summarised in Ta-
ble 11. Here, as previously, achieved accuracy of e-health application, investigated, and the
best techniques (marked with the grey background) are listed. According to Section 2.6,
all results are sorted in decreasing order of accuracy.

It appears that all the best 20 ANN techniques achieve accuracies from 84.88% to
99.86%. Apparently, only CNN, DNN, ANN-BP, ANN, DHNN, t-CNN, t-ANN, ML-
STM, ACNN, RNN, ANN-CBR, Bidirectional LSTM, and Stacked LSTM are significant
terms (see Table 10 text on the grey background), i.e. fairly addressed in the analysed pub-
lications. Thus, more attention from researchers working in fog computing requires such
techniques as MLNN, GSO-CCNN, Auto-IF, ANFIS-GA, FS-ANFIS, CCO-CSVM and
ANFIS.

4. Discussion

Here, the most recent review articles that deal with research in fog computing e-health
applications are summarised. Some outcomes of the literature review articles are given
in comparison with our findings. Finally, the limitations of our work and conclusions are
presented.

4.1. Summary of Evidence

To position this systematic review among other review articles, we have created a classifi-
cation of the most recent review articles that investigated the fog computing paradigm and
present it in Table 12. We have chosen to analyse three recent years (from 2020 to 2022)
because it is more likely that review authors have researched similar articles as us, and
in that way, it also makes it easier to compare all findings. We have classified the review
articles into three main themes: the first being relevant to all our chosen analysis perspec-
tives, the second — architectures and design principles, and the third — taxonomy. Further
discussion will be based on the review articles presented in the first row of the table.

In general, we have noticed that it is very common for most review articles to present
lists and descriptions compiling scientific articles about applications, making conclusions
on recent and future trends, research directions, open issues, and challenges. In many
cases, only the total number of articles is given, while subjective analysis is done only on
the most important works. We position this review as systematic and quantitative because
it surveys fog computing e-health applications from carefully chosen perspectives, identi-
fies recent trends, and finds benefits of using Al relying on yearly usage of formal terms.
Furthermore, the benefits of using Al are elucidated using comparative research articles
in selected Al subfields. Thus, our article is original and important to researchers.
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Table 12
Review articles from 2020 to 2022 dealing with research in fog computing e-health applications.
Main topic Review articles
Services, Doghri et al. (2022); Yaqoob et al. (2022); Khan et al. (2022b); Raoof and Durai (2022);
software, Kashyap et al. (2022); Singh et al. (2022); Alekseeva et al. (2022); Arora et al. (2022);
hardware, Shirvanian et al. (2022); Hayyolalam et al. (2022); Ahmad et al. (2022); Javaid et al. (2022);

information Ali et al. (2022); Alkhateeb et al. (2022); Douch et al. (2022); Khan et al. (2022a,c); Quy et

technologies,  al. (2022); Kashani ef al. (2021); Ahmadi et al. (2021); Oh et al. (2021); Dhaou et al. (2021);

mobility with  Krishnamoorthy ef al. (2023); QingQingChang et al. (2021); Khan et al. (2021); Erhan et al.

autonomy (2021); Amin and Hossain (2021); Silva and Sofia (2020); Obaidat et al. (2020); Silva et al.
(2020); Qiu et al. (2020); Kaur et al. (2020b,a); Swamy and Kota (2020); Uslu et al. (2020);
Younan et al. (2020); Prabhu ef al. (2020); de Moura Costa et al. (2020); Al-Jaroodi et al.
(2020); Aceto et al. (2020); Naresh et al. (2020); Bansal and Kumar (2020); Vilela et al.
(2020); Nauman et al. (2020); de Prado et al. (2020); Behmanesh er al. (2020); Farahani et al.
(2020)

Architectures  Doghri ef al. (2022); Alekseeva et al. (2022); Peng et al. (2022); Javaid et al. (2022); Ali et

and design al. (2022); Douch et al. (2022); Hajam and Sofi (2021); Sisodia and Jindal (2021); Xue et al.

principles (2021); Krishnamoorthy ez al. (2023); Amin and Hossain (2021); Obaidat et al. (2020);
Swamy and Kota (2020); Uslu ez al. (2020); Ahmad et al. (2020); Younan et al. (2020); Qiu
et al. (2020); Badidi et al. (2020); Fu et al. (2020); Aazam et al. (2020); Naresh et al. (2020);
Bansal and Kumar (2020); Vilela et al. (2020); Nauman et al. (2020); de Prado et al. (2020)

Taxonomy Khan et al. (2022b); Arora et al. (2022); Hayyolalam et al. (2022); Chaudjary et al. (2022);
Singh et al. (2021); Kashani er al. (2021); Oh et al. (2021); Sadri et al. (2021); Babar et al.
(2021); Obaidat et al. (2020); Silva et al. (2020); Swamy and Kota (2020); Uslu et al. (2020);
Javadzadeh and Rahmani (2020); de Moura Costa et al. (2020); Naresh et al. (2020); Bansal
and Kumar (2020); Vilela et al. (2020); Nauman et al. (2020); Behmanesh et al. (2020)

In line with the first question Q1, analysing from a software perspective similarly to
us, other authors have identified as important topics — virtualisation (Sisodia and Jindal,
2021), deployment of medical IoT applications in the cloud (de Moura Costa et al., 2020;
Behmanesh et al., 2020), operating systems and programming languages (Behmanesh et
al., 2020), although Sisodia and Jindal (2021) identified additional aspects such as inter-
operability, decentralisation, real-time capability, service orientation, and modularity.

Looking from a hardware perspective, other authors have also identified the sensor
node (Kashani et al., 2021) and fog node (de Moura Costa et al., 2020) categories, and
the importance of microcontrollers and development boards (Behmanesh et al., 2020).

Analysing from an information technology perspective similar to us, other authors
classified technologies into four categories:

1. Services (de Moura Costa et al., 2020), interoperability (Ahmadi et al., 2021) and
offloading (Alekseeva et al., 2022).

2. Data collection, storage, processing (Javadzadeh and Rahmani, 2020; de Moura Costa
et al., 2020; Vilela et al., 2020; Behmanesh et al., 2020; Oh et al., 2021; Sadri et al.,
2021; Shirvanian et al., 2022), and analysis (near the origin of data and in the cloud)
using big data analytics (Vilela ef al., 2020; Kashani er al., 2021; Ahmadi er al., 2021;
Oh et al., 2021; Krishnamoorthy et al., 2023; Sadri et al., 2021).

3. Networks (Javadzadeh and Rahmani, 2020; Ali et al., 2022) including software-defined
networking (Krishnamoorthy et al., 2023), communication standards (Behmanesh et
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al., 2020; Kashani et al., 2021; Ahmadi et al., 2021), and protocols (de Moura Costa
et al., 2020; Behmanesh et al., 2020).

4. Security (de Moura Costa et al., 2020; Kashani et al., 2021; Ahmadi et al., 2021; Kr-
ishnamoorthy et al., 2023; Sadri et al., 2021) and privacy (Javadzadeh and Rahmani,
2020), including anonymisation of data (Oh et al., 2021).

From a mobility with autonomy perspective, Behmanesh et al. (2020); Hayyolalam et
al. (2022) also identified wearable technology in medicine as an important area with an
emphasis on medical sensors and Javaid et al. (2022) emphasised mobile computing.

The authors, who were researching topics similar to our second research question Q2,
were seeing the benefits of ML, focussing on its application in database administration,
fitness monitoring, real-time health tracking, network QoS and the brain-computer inter-
face (Krishnamoorthy et al., 2023). The move of Al to the edge and fog to compensate
for cloud weaknesses and reduce latency was analysed by Greco et al. (2020); Ali et al.
(2022). Myoung Lee et al. (2018) suggested that AI would work as a microservice. Gopal
et al. (2019) emphasised that value-based Al in healthcare working in intelligent systems
is an important part of digital transformation. Chamola et al. (2020) stressed the impor-
tance of Al solutions during the Covid-19 pandemic. We also found a survey article on
IoT and Al-based smart healthcare (Alshehri and Muhammad, 2021) that tried to collect
the accuracy of the technique when conducting their literature research, although it was
not that consistent compared to our research due to the varying metrics of the accuracy
data collected.

4.2. Limitations

This systematic analysis of the literature aimed to provide a comprehensive review in
which the analysis was based on the specific terms and the number of articles in which
they appeared. However, some limitations of this study should be noted:

only the literature directly related to fog and health terms was analysed;

only Web of Science indexed journal articles were considered,;

non-English articles have been ignored;

we reviewed only articles to which we had full access to;

employed categorisation of terms is original even though in part it is similar to the other
taxonomies proposed in alternative reviews.

4.3. Conclusions

To provide a computer scientist with a detailed analysis of the latest research on fog com-
puting in e-health, 1222 articles published between 2017 and 2022 were evaluated, result-
ing in 374 relevant articles that were later systematically analysed.

The first research question — “What are the recent trends and focus areas in fog com-
puting e-health applications?” is answered from five perspectives:
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from a services perspective, framework, data security, alert generation, and prediction
are trending, while monitoring service research is booming and architecture trend is
minimally increasing;

from a software perspective, cloud and simulators are trending, research on program-
ming languages is booming, machine learning and framework trends are minimally
increasing, while research using operating systems term is decreasing;

from a hardware perspective, research of sensor nodes including sensors; fog nodes
including specialised fog nodes and personal computers is booming. Interest on sen-
sor nodes including smartphones, microcontroller units and specialised sensor nodes is
low, as well as fog node including single board computers, microcontroller units and
smartphones with minimal interest decrease. With both hardware types, network mod-
ule specification is decreasing;

from an information technologies perspective, ML, ANN and CI uses are trending,
when interest increase in data encryption, network and protocols was minimal, at the
same time network related research is prevailing;

from a mobility with autonomy perspective, wearable 10T devices are trending whereas
vehicle IoT node usage is minimal.

The second research question — “What are the benefits of using Al techniques for fog

computing in e-health?” is answered from three perspectives:

from a computational intelligence perspective, the research concentrates on BBN,
FCM, FKNN, and W-NB together with the more attention required for BBM, FHMM,
F-AMLF, and HMM, delivering the best results with the highest accuracy: 97.53% with
BBM in healthcare service quality classification; 97% with FHMM in health status pre-
diction; 96.5% with BBN in health severity classification; 91.41% with HMM in health
condition identification;

from a machine learning perspective, fairly addressed in publications SVM, KNN,
RF, J48 DT, and REPT together with more attention required self-trained SVSL, EN,
HEHCRC, RC, MW, and AdaBoost are delivering the best results with the highest ac-
curacy: 99.84% with SVM in panic health status classification; 98.70% with KNN in
heartbeat detection; 97.59% with Self-Trained SVSL in activity recognition;

from the artificial neural networks perspective, fairly addressed in publications CNN,
DNN, ANN-BP, ANN, DHNN, t-CNN, t-ANN, MLSTM, ACNN, RNN, ANN-CBR,
Bidirectional LSTM, and Stacked LSTM, together with more attention required MLNN,
GSO-CCNN, Auto-IF, ABFIS-GA, FS-ANFIS, CCO-CSVM, and ANFIS, deliver the
best results with the highest accuracy: 99.86% with CNN in fall detection; 99.86% with
DNN in patient condition recognition; 98.99% with ANN-BP in categorization of sever-
ity of patients’ health status; 98.48% with ANN in skin image classification; 97.60%
with DHNN in task scheduling; 97.50% with MLNN in breast cancer prediction.
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