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Abstract. Code repositories contain valuable information, which can be extracted, processed and
synthesized into valuable information. It enabled developers to improve maintenance, increase code
quality and understand software evolution, among other insights. Certain research has been made
during the last years in this field. This paper presents a systematic mapping study to find, evaluate
and investigate the mechanisms, methods and techniques used for the analysis of information from
code repositories that allow the understanding of the evolution of software. Through this mapping
study, we have identified the main information used as input for the analysis of code repositories
(commit data and source code), as well as the most common methods and techniques of analysis
(empirical/experimental and automatic). We believe the conducted research is useful for developers
working on software development projects and seeking to improve maintenance and understand the
evolution of software through the use and analysis of code repositories.

Key words: code repository analysis, repository mining, code repository, GitHub, systematic
mapping study.

1. Introduction

Software engineering researchers have sought to optimize software development by
analysing software repositories, especially code repositories. Code repositories contain
important information about software systems and projects to analyse and process (Has-
san, 2008). Code repositories contain valuable information, which can be extracted, pro-
cessed and synthesized into output or resultant information. Information allows develop-
ers to improve maintenance, increase code quality and understand software evolution. For
some years now, software engineering researchers have been working on extracting this
information to support the evolution of software systems, improve software design and
reuse, and empirically validate new ideas and techniques (Amann et al., 2015).
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Researchers have a real challenge with the realization of these studies, since it is com-
plex to analyse the different artifacts contained in the code repositories. Despite the chal-
lenge of analysing code repositories, they can provide solutions to problems that arise in a
software development project such as defects, effort estimation, cloning, evolutionary pat-
terns. Understanding these issues, along with other parameters and metrics obtained from
the repository, can decrease maintenance costs and increase the quality of the software.

The objective of this Systematic Mapping Study (SMS) is to find, evaluate and inves-
tigate the mechanisms, methods and techniques used for the analysis of information from
code repositories that allow the understanding of the evolution of software and research of
this area. The primary studies for our research were taken from the main digital databases.
The process of searching, analysing, and debugging the literature on code repositories was
carried out through rigorous protocols and methodologies described (Section 4) in subse-
quent sections of the study. We obtained 236 documents out of a total of 3755 documents
published between 2012 and 2019. This selected period (seven years) is a reasonable time
period to avoid the selection of outdated, general or extensive works (Cosentino et al.,
2017; Tahir et al., 2013), but also to prevent studies as a result of fashion peaks in a very
short period (De Farias et al., 2016). The selected studies allowed us to learn about the
conducted research in this field and to answer the six research questions we posed.

This study reveals some trends in the current use of software coding evolution and
the massive use of code repositories as a platform for software development. We believe
this research is useful for developers who are working in software development projects,
seek to improve maintenance and understand the evolution of software through the use and
analysis of code repositories. These repositories included the source code and information
about the development process, which can be analysed and used for both developers and
project managers.

An important contribution is that we have defined a taxonomy which was divided ac-
cording to the input, method and output of the studies and which is a part of our research.
Through this mapping study, we have identified the main information inputs used in the
analysis of code repositories, as well as the use of a wide variety of tools and methods
for processing the information extracted from the code repository. Specifically, most of
the studies focus on the use of empirical and other experimental analyses used in other
research fields such as artificial intelligence, although there are plenty of other analysis
methods employed. The study allows us to understand how the analysis of code repos-
itories has evolved over the last decade. The scientific community has been constantly
investigating the potential benefits of code repository analysis for a decade to understand
the evolution of software, along with the possibility of validating techniques and tools
(Amann et al., 2015). It allows us to identify areas where researchers need to go deeper
and find new lines of future research.

The rest of this paper is structured as follows: Section 2 provides a brief background
on the definition and evolution of code repositories. Section 3 details the research method-
ology. Section 4 then describes the systematic mapping method applied in this study. Sec-
tion 5 presents the results of the systematic mapping. Section 6 discusses the main results
of the study and analyses them. Finally, Section 6 presents the conclusions of this study.
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2. Background

The following is a description of the state of the art code repositories, showing the most
important concepts and evolution of this knowledge area. In addition, this section shows
papers on Systematic Literature Reviews (SLR), mapping studies and surveys.

2.1. Code Repository Analysis

One important task in this discipline is software comprehension, since software must be
sufficiently understood before it can be properly modified and evolved. Actually, some au-
thors argue that around 60% of software engineering effort is about software comprehen-
sion (Cornelissen et al., 2009). Researchers in this area use different methods, artifacts and
tools to analyse the source code and extract relevant knowledge (Chen et al., 2016; Chahal
and Saini, 2016). The analysis and understanding of software are complicated, alongside
the handling of the different versions of the software and other information of the software
development projects. To mitigate such problem, there are systems for controlling those
versions, servers, and code repositories, and other software artifacts in general.

e Version Control Systems (VCS). Version Control Systems (VCS) is a tool that or-
ganizes the source code of software systems. VCS are used to store and build all the
different versions of the source code (Ball et al., 1997). In general, a VCS manages the
development of an evolving object (Zolkifli ez al., 2018), recording every change made
by software developers. In the process of building software, developers make changes
in portions of the source code, artifacts, and the structure of the software. Thus, it is
difficult to organize and document this process because it becomes a large and complex
software. Therefore, VCS is a tool that allows developers to manage and control the
process of development, maintainability and evolution of a software (Costa and Murta,
2013).

e Software repositories. Systems that store project data, e.g. issue control systems and
version control systems, are known as software repositories (Falessi and Reichel, 2015).
Software repositories are virtual spaces where development teams generate collabo-
rative artifacts from the activities of a development process (Arora and Garg, 2018;
Giiemes-Pefia et al., 2018; Ozbas-Caglayan and Dogru, 2013). Software repositories
contain large amount of software historical data that can include valuable information
on the source code, defects, and other issues like new features (De Farias et al., 2016).
Moreover, we can extract many types of data from repositories, study them, and can
make changes according to the need (Siddiqui and Ahmad, 2018). Due to open source,
the number of these repositories and its uses is increasing at a rapid rate in the last
decade (Amann et al., 2015; Costa and Murta, 2013; Wijesiriwardana and Wimalaratne,
2018). Such repositories are used to discover useful knowledge about the development,
maintenance and evolution of software (Chaturvedi et al., 2013; Farias et al., 2015).
It is important to identify software repositories. Hassan (2008) describes the various
examples of software repositories such as the following: historical repositories, run-
time repositories, code repositories. Our research mainly focuses on code repositories.
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e Code repositories. Code repositories are maintained by collecting source code from
a large number of heterogeneous projects (Siddiqui and Ahmad, 2018). Code reposi-
tories like SourceForge, GitHub, GitLab, Bitbucket and Google Code contain a lot of
information (Giiemes-Pefia et al., 2018). These companies offer services that go beyond
simple hosting and version control of the software (Joy et al., 2018). Therefore, source
code repositories have been attracting a huge interest from many researchers (Lee et al.,
2013).

These kinds of systems have been adopted by the industry and are used by a significant
number of open source projects (Joy et al., 2018). Thereby, such systems have become an
important source of technical and social information about software development that is
used to identify conventions, patterns, artifacts, etc. made by software development teams
to understand and improve the quality of software (Del Carpio, 2017). However, the repos-
itory platforms only allow searches on projects, so they do not allow any analysis or value-
added information to support the decision-making process (Hidalgo Suarez et al., 2018).
Researchers are interested in analysing these code repositories for information on differ-
ent software issues (e.g. quality, defects, effort estimation, cloning, evolutionary patterns,
etc.). Analysing code repositories is a difficult task that requires certain knowledge on how
to access, gather, aggregate and analyse the vast amount of data in code repositories (Dyer
et al., 2015). Our research focuses on performing an SMS to know what kind of research
has been done on the analysis of code repositories and to know what research areas have
not been covered yet.

2.2. Related Work

This section describes some secondary studies (e.g. SMS, SLR and surveys) about the
analysis of code repositories. To the best of our knowledge, in the relevant literature there
are few SLR or SMS studies that tackle analysis of code repositories. We can find some
works whose aim is to provide the state of the art in the field of code repository analysis.

In this line, De Farias et al. (2016), Siddiqui and Ahmad (2018) and Costa and Murta
(2013), present reviews to investigate the different approaches of Mining Software Repos-
itories (MSR), showing they are used for many purposes, mainly for understanding the
defects, analysing the contribution and behaviour of developers, and understanding the
evolution of software. In addition, the authors strive to discover the problems encountered
during the development of software projects and the role of mining software repositories
in solving those problems. A comparative study of data mining tools and techniques for
extracting software repositories is also presented, one of these tools being VCS. These
results can help practitioners and researchers to better understand and overcome version
control system problems, and to devise more effective solutions to improve version con-
trol in a distributed environment. Zolkifli et al. (2018) discusses the background and work
related to VCS that has been studied by researchers. The purpose of this document is to
convey the knowledge and ideas that have been established in VCS. It is also important to
understand the approaches to VCS, as different approaches will affect the software devel-
opment process differently. Kagdi et al. (2007) presents a study on approaches to MSRs
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that includes sources such as information stored in VCS, error tracking requirements/sys-
tems, and communication files. The study provides a taxonomy of software repositories in
the context of the evolution of software, which supports the development of tools, methods
and processes to understand the evolution of software. In addition, Demeyer et al. (2013)
provides an analysis of the MSR conference. This paper reports on technologies that are
obsolete or emerging and current research methods for the date (2013) the study was con-
ducted. In conclusion, the research focuses on the change and evolution of software, along
with a few studies for the industry. The study already mentions the code repositories and
their importance as an important source of data for software analysis.

This work focuses on the concepts presented in Section 2.1. Consequently, the research
efforts (Costa and Murta, 2013; De Farias et al., 2016; Siddiqui and Ahmad, 2018; Zolkifli
et al., 2018) are at the coarse-grained level where a generalized taxonomy of the differ-
ent types of information analysed in software repositories is performed along with their
respective tools and techniques for information extraction. This allows to have a general
vision of the different code repositories, but it does not provide details of the informa-
tion that is obtained from these software repositories. For example, what is the resulting
information used for? What problems does it solve? and other questions linked to the
maintenance and evolution of the software.

Other studies such as Amann et al. (2015) and Giiemes-Pena et al. (2018), show that
the main objectives of software repositories are mainly productivity objectives, such as
identifying the impacts of change, as well as making development more effective. Other
objectives are to support quality assurance, for example, by finding and predicting errors,
or by detecting code clones and calculating the testing effort. Management objectives, such
as estimating change effort, understanding human factors, or understanding processes, are
also pursued, but in far fewer studies. In addition, in their research on the use of software
repositories, they have identified the most relevant problems in the software development
community: software degradation, dependencies between exchanges, error prediction and
developer interaction. They pointed out that repositories record large volumes of data,
although standard data collection tools are not available to extract specific data from the
repositories. Most of the data sets came from open source projects with few contributions
from industry participants.

In general, those studies highlight the challenge for researchers of analysing code
repositories, as they need to deal with various software engineering artifacts, data sources,
consider the human factor as a primary component, understand the areas of research and
identify their current objectives, gaps and deficiencies, as well as to understand how to
better evaluate their purposes and results.

GitHub is the main tool for software repositories with 79 million repositories (Borges
and Tulio Valente, 2018). Cosentino et al. (2017), Kalliamvakou et al. (2016) analysed it
through a systematic mapping of software development with GitHub, in which most of
the work was focused on the interaction around the tasks related to coding and project
communities. Some concerns were also identified about the reliability of these results
because, in general, the proposal used small data sets and poor sampling techniques, em-
ployed a narrow range of methodologies and/or was difficult to understand. They also
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documented the results of an empirical study aimed at understanding the characteristics
of software repositories such as GitHub; their results indicate that while GitHub is a rich
source of data on software development, the use of GitHub for research purposes should
take into account several potential hazards. Some potential dangers are manifested in rela-
tion to repository activity; there should also be a call for quantitative studies to be comple-
mented by qualitative data. There are gaps in the data that may jeopardize the conclusions
of any rigorous study. This software repository is a unique resource and continues to grow
at a rapid rate; its users are finding innovative ways to use it and it will continue to be an
attractive source for research in software engineering.

Therefore, in this section we can observe that SLRs, SMS, survey of the literature and
text mining obtain information from MSR conferences or focus directly on the analysis of
software repositories, with the purpose of knowing the software development process and
understanding the evolution of software (Table 1). However, those studies do not analyse in
detail other subsets that are a part of software repositories, such as code repositories, which
require a greater emphasis of studies in terms of information obtained, tools, techniques,
methodologies or information derived from these analyses, which will be identified in this
study.

Consequently, in order to understand and identify the information obtained, tools, tech-
niques and utilization of the software repository and its different research topics that re-
main to be covered, we perform an SMS that provides us with a complete view through
different perspectives and does not follow a systematic process of document selection and
data extraction, but rather a complete analysis validating the different approaches and pro-
posals of various researchers.

3. Research Methodology

Based on the problem identified in the previous section, we prepared the main research
question as follows:

RQ. What are the state of the art techniques and methods for the analysis of information
from code repositories?

SMS is a secondary study that aims to classify and thematically analyse previous re-
search (Kitchenham, 2007; Petersen et al., 2008). It is related to a broader secondary study,
a systematic literature review (SLR), which aims to gather and evaluate all research results
on a selected research topic (de Almeida Biolchini et al., 2007; Kitchenham e al., 2009).
There are several SLR methodologies, e.g. PRISMA y PRISMA - P2015 (Preferred Re-
porting Items for systematic reviews and meta-analyses for protocols 2015) (Shamseer et
al., 2015) which can be considered as a superior option, however, there are weaknesses
(Haddaway et al., 2018).

SMS usually use more general search terms, and aim to classify and structure the
research field, whereas the aim of SLR is to summarise and conclusively evaluate the
research results. Kitchenham (2007) also discuss the applications and state that SMS may
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Table 1
Summary of the related work.
Paper Type study Objective Extracted Info Purpose
De Farias et al. SMS Understand the Software Software evolution
(2016), Siddiqui and defects, analyse the  repositories,
Ahmad (2018), Costa contribution and MSR
and Murta (2013) behaviour of

developers, and
understand the
evolution of software

Zolkifli et al. (2018), Systematic literature Understand MSR, VCS, Software
Kagdi et al. (2007),  review, survey of the approaches to VCS,  Conference MSR development process,
Demeyer et al. (2013) literature, text mining taxonomy of software understanding the

repositories, analysis
of obsolete or
emerging

evolution of software,
the change and
evolution of software

technologies and
current research

methods
Amann et al. (2015), Systematic literature identification of Conference MSR Data mining, machine
Giiemes-Peiia et al. review, impact change, learning, software
(2018) maintainability, process

software quality,
developer effort and

bug prediction
Borges and Tulio SMS Coding and project ~ GitHub Analysis Software
Valente (2018), communities, Repository
Cosentino et al. characteristics of
(2017), Kalliamvakou software repositories

et al. (2016)

be particularly suitable if only a few literature reviews have been conducted on the selected
topic, and an overview of the field is sought.

Regardless of the selection, both approaches can be used to identify research gaps in
the current state of research, but SMS is usually more applicable if the problem or topic is
more generic (Kasurinen and Knutas, 2018). In addition, SMS can analyse what kind of
studies have been conducted in the field, and what are their methods and results (Bailey
et al., 2007). In Fig. 1 we present the systematic mapping process proposed by Petersen
et al. (2008) for the field of software engineering.

The goal of our SMS is to discover and evaluate the methods and techniques used for
the analysis of code repository information that allow understanding the evolution of this
research area of software engineering.

We have performed the SMS following the formal procedures defined by Petersen et
al. (2015, 2008) and Kitchenham er al. (2011) and several steps of the standard process
for SMS are presented in Section 3.1, while Section 3.2 describes the execution phase.
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Process Steps
Definition of Conduct Search Screening of Keywording Data Extraction
Research Papers usgin Abstracts and Mapping
Question Process
Definitionof || Conduct Search Screening of Keywording Data Extraction
Research Papers usgin Abstracts and Mapping
Question Process
Outcomes

Fig. 1. Results obtained from the search and selection process.

Table 2
Research questions.

Research questions Motivation

RQI1: What kind of information is taken as  To know what kind of information is analysed and their

input for the analysis of code repositories?  respective characteristics or approaches in code repositories.
RQ2: What techniques or methods are used To determine which are the main techniques and methods to
for analysing code repository? obtain information from code repositories.

RQ3: What information is extracted To analyse what information is extracted or derived through the
(directly) or derived (indirectly) as a result  analysis of code repositories.

of the analysis of code repositories?

RQ4. What kind of research has proliferated Establish the type of research that is most frequent in this area,

in this field? e.g. solution proposal, applied research, research evaluation, etc.,
in order to know the maturity of the area and identify gaps.

RQ5. Are both academia and industry To analyse the degree of interest of industry in this field through

interested in this field? its participation in research work.

3.1. Definition Phase

In this phase, we define a set of activities for SMS which are the following: research
questions, search process, study selection procedure, quality assessment, data extraction
and taxonomy and collection methods.

3.1.1. Research Questions

The main research question (RQ), described in the previous section along with the main
goal of our SMS, is to discover and evaluate recent published studies on the methods
and techniques used for information analysis of code repositories in different digital li-
braries. We segment our main research question into more specific research questions in
order to cover the wide scope of our main research question. Table 2 shows these research
questions, together with their motivation. ‘The question definition is mostly based on the
grounded theory methodology which involves the construction of theory through system-
atic gathering and analysis of data’ (Stol et al., 2016).

RQ1 focuses on the input, that is, the information taken for the analysis of the code
repository. The method or technique used for the analysis of information from the code
repository is then analysed through RQ2. Finally, the purpose and output produced by the
analysis is finally investigated by means of RQ3., i.e. the information extracted or derived
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Table 3
Main terms and synonyms or alternative terms.
Main terms AND expression division Alternative terms
Code repository Conceptual synonyms software repository
version control systems
Technological synonyms Git
Svn
Analysis Synonyms Mining
Inspection
Exploring

from the analysis. In addition, questions RQ4 and RQ5 describe the characteristics of the
study. RQ4 delimits the type of research, for example, whether it is applicable or proposes
a solution; RQ5 determines the involvement of the researchers who have conducted the
study, for example, if the researchers are from academia or industry. Once the RQs of our
study have been formulated (see Table 2), the following subsections describe the search
process, study selection procedure, quality assessment, data extraction and taxonomy and
collection methods.

3.1.2. Search Process

In a systematic mapping, an important step is to define the search process for primary
studies. These studies are identified by using searches in scientific bibliographies or by
browsing the research of specific known journals and conferences in the area. In our sys-
tematic mapping, we search five digital scientific databases considered relevant to software
engineering recommended by Kuhrmann et al. (2017) for primary studies: Scopus, IEEE
Xplore, ACM Digital Library, ScienceDirect and IST Web of Science. The use of these
libraries allows us to find the largest number of primary studies related to the research
questions.

After selecting the scientific libraries for the search, the next step is to create the search
string. We define two main terms: “Code repository” and “Analysis”, to cover the terms
(input and output) that are identified in the black box system (Perez-castillo et al., 2019). In
addition, we used the term version control system to include it in the search string because
it goes similar with the main term and is a part of code repository (Dias de Moura et al.,
2014). Similarly, as technological synonyms, we include the terms Git and SVN because
of their wide adoption and use as the most popular tools (Just et al., 2016). With the main
terms defined, we chose to specify some synonyms and alternative terms (see Table 3). To
link the main defined terms we use AND, and to link the alternative terms we use OR. We
found (test search string) that using this combination of terms we get the most studies that
are a part of our approach (e.g. GitHub, GitLab, StackOverflow). The generated search
string is as follows:

("code repository" OR "software repository" OR
"version control system" ORgit OR svn) AND

(analysis OR inspection ORmining OR exploring)
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Table 4
Inclusion and exclusion criteria.
Id Criteria
IC1 Peer reviewed paper, for example, proceeding chapters, book chapters, keynote abstracts, call for

papers and irrelevant publications.

1C2 The study employs some kind of techniques or methods to extract information through the analysis of
code repositories.

1C3 The study provides some idea or type of application that might be applied for the analysis of code
repositories.

IC4 The papers that were published from 1 January 2012 to 31 August 2019

EC1  The paper is duplicate

EC2  Non-English articles

EC3  The paper is a preliminary investigation which is extended or is dealt with in depth in a more recent
paper by the same authors which have already been included.

EC4  The focus of the article is not within the computer science area.

We search each of the five academic databases using the defined search string, with the
exception of the ISI Web of Science, which does not allow it, and therefore we apply the
search string only to the title, abstract and keywords. The search string was modified for
each digital library. For replication of the study, Appendix A shows each library together
with the search string with the syntax needed to be used in the digital library. An important
point is that a filter was made by considering only the studies from 2012 to 2019, so one
of the exclusion criteria was met. This selected period (seven years) is a reasonable time
period to avoid the selection of outdated, general or extensive works (Tahir et al., 2013;
Cosentino et al., 2017). Also, it helps to avoid works in fashion peaks, that is, works in a
very short period (De Farias et al., 2016).

3.1.3. Selection of Primary Studies Procedure

The results obtained in the search in digital scientific libraries contain studies that con-
tribute to our research and others that are irrelevant, so it is necessary to define both selec-
tion and exclusion criteria to filter those results. The practices and strategies of inclusion
and exclusion of studies are valuable for the Petersen and Gencel systematic reviews (Pe-
tersen and Gencel, 2013). We defined the following criteria:

The inclusion criteria (IC1 in Table 4) refer first to the studies (IC1) that analyse the
code repositories, extract information from the code repositories, using techniques and
methods, what type of information is extracted and what this retrieved information is used
for. The second inclusion criterion (IC2) refers to studies that propose innovative ideas or
techniques that can be adapted or modified to apply to the analysis of code repositories.

Exclusion criteria (ECn) refers to the common exclusion criteria widely used in SMS
to exclude, for example, duplicate papers, papers written in a language other than English,
studies that present lectures and presentations, or papers that present research in other
subject areas that do not meet the research area. We use the following procedure to select
primary studies:

Step 1. Paper is not a duplicate.
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Step 2. Apply the exclusion/inclusion criteria to the studies obtained by using the search
string, along with the analysis of the title, keywords and abstract of the article con-
taining information related to our research topic. Therefore, we included studies
that met at least one of the criteria (see Table 4 for inclusion criteria). In case of
doubt, we proceeded to include the document for further analysis in Step 3.

Step 3. In order to perform a more exhaustive filtering and to know which studies should
be excluded or selected, we proceed to read the entire study using the exclu-
sion/inclusion criteria. The first author was responsible for selecting the studies.
In this step, selection issues were resolved by agreement among all authors af-
ter analysing the full text. We obtained the primary studies that we used for our
analysis and that allow us to answer the questions posed.

After Step 2, we use another procedure to mitigate subjectivity. The remaining authors
carried out the verification of the results of the study selection separately. The authors took
a random sample for Step 2 and the inclusion/exclusion criteria were applied. Once the
procedure was completed, the researchers checked the agreements on the selection and
classification procedure of the selected studies.

3.1.4. Quality Assessment

In order to provide the quality assessment of the selected studies, Petersen et al. (2015),
Kitchenham et al. (2013) propose criteria to perform a quality assessment for SMS in
software engineering. The highest score obtained from a study means that the results are
clear, with replicable results, its limitations have been analysed and its presentation is clear.
In a similar way, we used these parameters to assess the quality of publications related to
code repositories. An instrument with questions and a five-point rating scale was designed
to determine the quality of the primary studies.

This analysis contains five subjective closed-ended and two-point objective questions.
The assessment scale considers a range from 1 to 5 in quantitative terms, i.e. based on
the Likert-scale (Pedreira er al., 2015). The possible answers to these questions show the
reviewer’s level of agreement, and range between 1 = “Strongly disagree” 2 = “Disagree”,
3 = “Neither agree nor disagree”, 4 = “Agree”, 5 = “Strongly agree”. In order to carry out
the evaluation of the selected papers, considering subjectivity, group discussion sessions
were held with other experts, so that the assessment of each evaluation question for each
paper was obtained by consensus and independently.

The quality assessment provided us with guidelines and aspects related to research in
area of code repositories and the information that is entered, processed, analysed, and is
used in different aspects. Table 5 presents the questions of the instrument used. (AQ1) eval-
uates the primary studies in relation to the analysis of information from code repositories
(a systematic approach); (AQ?2) if the study presents a result of the analysis of informa-
tion from code repositories; (AQ3) if the study uses an artifact (method, technique, tool)
for the processing of information from code repositories; (AQ4) if the study provides a
solution to the problems of quality, development and evolution of software or not. (AQS5)
if the research provides any artifact (method, technique, tool) that can be applied in an
industrial environment (see Table 5). (AQ6) estimates the number of citations, which we
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Table 5
Quality assessment questions.

Nr.  Assessment questions Criteria

AQ1 Does the study have a systematic method for obtaining baseline information Defined methods
for code repository analysis?

AQ2 Does the study present a result of code repository information analysis? Data analysis

AQ3 Does the study present an artifact (technique, tool, or method) for Study presentation results
processing information from code repositories?

AQ4 Does the research show a solution to the problems of software quality, Study focus

development and evolution?
AQS5 Does the research provide an artifact (technique, tool or method) that can be Application
applied in industrial environments?
AQ6 Do other authors cite the selected study? Utility
AQ7 Is the journal or conference that publishes the study important or relevant? ~ Relevant

obtained from the various digital scientific databases. For AQO6, the scale values we use are
the value of ‘1’ for the score of the studies with the least amount and the value of ‘5° with
the studies with the most amount of citations. In addition, we standardized the papers, di-
viding the number of citations by the number of total years published. The standardization
of papers helps us to avoid penalties for recent publications. AQ7 determines whether the
conference or journal publishing the study is outstanding or important. To measure this
question, we considered the relevance index collected by two conference classifications:
CORE ERA and Qualis. These conferences were standardized with ranges (‘A’, ‘B’, ‘C")
for the first one and (‘Al’, ‘A2°, ‘B1’, ‘B2’°, ‘B3’, ‘B4’, ‘B5’) for the second one to fi-
nally obtain a calculated average. In the case of journal articles, we rely on the Journal
Citation Reports (JCR) quartiles, which have their index (‘Q1’ = ‘5’, ‘Q2’ = ‘4, ‘Q3’ =
37, °Q4° = 2°, ‘Q5’ = ‘1”) that is in a descending order with the lowest ‘1’ representing
non-indexed journals.

3.1.5. Procedure for Data Extraction and Taxonomy

We obtained clear and systematic information using a data extraction instrument (see Ap-
pendix B). We defined the possible answers for research questions posed in the previous
sections (see Table 2). We obtain a homogeneous cluster by extracting the criteria from the
selected studies and allowing for a taxonomy. For taxonomy we take as a basis the taxon-
omy provided (Dit ez al., 2013), other similar studies (Kagdi et al., 2007; Cavalcanti et al.,
2014) and our pilot study. Main category consists of a set subcategory that shares common
characteristics and type quantitative. For example, the category “Empirical/Experimental”
in Table 6, which corresponds to RQ3, is grouped together with research that employs
methods and techniques, mentioned bellow: empirical study, empirical evaluation, con-
trolled experiment, experimental study case, study empirical analyses, exploratory study.
Extraction procedure was tested using the form in a pilot study (see Appendix B). Inten-
tion of the pilot studies is “to evaluate both technical issues, such as the completeness of
the forms, and usability issues, such as the clarity of the instructions for use and the order
of the questions” (Kitchenham, 2007). The process of item categorization was carried out
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Table 6
Taxonomy.

RQs

Categories

RQI

RQ2

RQ3

RQ4

RQ5

Project Features Info
Defects

Comments

Branches

Source Code

Informal Information
Committers

Commit Data

Logs

Graphs/News Feed

Issue

Pulls/Pull Request

Level of Interest
Repository Info

Automatic Processing
Branching Analysis
Changes Analysis
Commits/Committers Classification
Cloning Detection

Code Review

Commit Analysis
Defect/Issues Analysis
Developer Behaviour
Design Modelling
Maintainability Information
Metrics/Quality

Source Code Improvements
Testing Data

Ad Hoc Algorithms

Data Mining

Automatic

Artificial Intelligence/Machine Learning
Qualitative Analyses
Heuristic Techniques
Empirical/Experimental
Statistical Analyses
Prediction

Reverse Engineering
Testing-Based Techniques
Evaluation Research
Proposal of Solution
Validation Research
Philosophical Papers
Opinion Papers

Personal Experience Papers
Industry

Academia

Freelance

631



632 J. Sayago-Heredia et al.

by the authors individually. Items with some disagreements were identified and a discus-
sion table was held about them. The set of attributes was extracted and defined by the
authors. The characterization of the articles by the authors allows us to verify the quality
of the taxonomy, minimising possible bias. At the discussion table, disagreements served
as a parameter that our taxonomy and content needed to be refined. Table 6 shows in more
detail the taxonomy we developed for each research question.

3.1.6. Summary Methods
We summarize the results through both qualitative and quantitative approaches. The qual-
itative approaches are as follows:

e Quality assessment is an important parameter when selecting studies according to re-
search questions.
e We delimit the research questions with a classification and a quality evaluation.

The quantitative approaches are as follows:

e We generate a taxonomy of the selected studies according to each research question (see
Table 6).

e We made a summary with the total number of articles per country and per year (see
Fig. 3).

e We prepared a matrix of each primary study distributed in rows containing information
on the research questions, proposed taxonomy and quality assessment.

e To summarize the results of the SMS, we generated a bubble chart where the different
research questions intersect with the number of the selected primary studies.

According to Petersen and others (Petersen ez al., 2008), a bubble plot “is basically two
x — y scatter plots with bubbles at category intersections”. The proportion of the bubble
size depends on the number of studies that are distributed in the (x — y) categories of the
bubble.

3.2. Execution Phase

The execution of our SMS was carried out by three researchers, with time of 9 months to
finish. The systematic mapping study schedule began with protocol development and im-
provement, extraction, and elimination of duplicates. This was followed by study selection
by analysing the title, abstract and keywords. Another iteration applied the inclusion and
exclusion criteria. Then, all the primary studies selected in this step were downloaded.
The selection process is determined by the full text, we apply taxonomy, classification,
and quality assessment. Conflict resolution is carried out by focus group sessions. And
finally, report of all the steps executed and the activities carried out throughout the study
was generated. In Figure 2 we can see a summary of the search and selection process of
primary studies and their respective results.

Altogether, we obtained 3755 publications as a result of the automatic search in the
digital libraries. As a first step, we eliminated duplicates (502 studies) obtaining a total of
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Search process

IEEE Xplore: [ ACM Digital Science ISI Web of
573 Library: 235 Direct: 788 Science: 918

NS

Selection of primary studies procedure

Scopus: 1241 Total: 3755

Step 1. Remove duplicates: 502 Total 3409

NS

Selection of primary studies procedure

Step 2. Filter (title, abstract, keywords) Total: 2677

NS

Data extraction strategy using inclusion criteria

Step 3. Filter (Full text) Total: 732

NS

Data extraction strategy and classification

Selected Primary Studies: 236

Fig. 2. Results obtained from the search and selection process.

3409 studies. Then, applying the exclusion and inclusion criteria, we selected 732 publica-
tions. As the last one that corresponds to the complete reading of the study, we selected 236
studies. Appendix C shows the list of the primary studies we selected. We subsequently
conducted the extraction of data, classification and synthesis with these 236 primary stud-
ies. It is possible to view the tables obtained from the data extraction, classification and
synthesis online at https://GitHub.com/jaimepsayago/SMS.

4. Results of the Systematic Mapping Study

The search process was carried out by following the criteria and strategies described in
the previous section. Figure 3 and Appendix A show a summary of the number of papers
obtained in each step of the search process regarding the year in which the primary studies
were published and which country their authors were from, respectively.

According to the results shown in Fig. 3, the number of primary studies obtained may
appear to be large. We considered studies published between 2012 and 2019 for the reasons
explained in Section 3.1.3. The distribution shows an upward trend regarding the papers
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Distribution of primary studies by year
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Fig. 3. Distribution of primary studies by year.

retrieved from digital libraries in the most recent years. The first primary studies focusing
on code repositories were published at the beginning of the 2000s. The number of studies
published in 2012 are on par with those of 2013. The amount of studies is much higher in
2014 and 2015. In this sense, the number of primary studies published in 2016 is lower
than in the previous years. Nevertheless, there is a spike in the number of articles published
in 2017 and 2018. In the year 2019, the number of studies decreases because of the cut
in our mapping: the search lasted from January to August, although the trend of papers
for the year 2019 is high. This result seems to follow the trend even though we do not
complete the whole year 2019. Yet we can see a growing interest from researchers in code
repositories.

Figure 4 shows the distribution of the studies (we include affiliation and location of
each of the authors) according to the year they were published. It reveals that most of the
selected papers come from the American continent, the first is USA (17%), followed by
Brazil (10%), Canada (10%) and then China (9%), Japan (9%) and India (8%). Despite
these top countries, code repository analysis is widely studied around the world, demon-
strating the importance of the topic.

In terms of the type of publication, the studies were published as conference proceed-
ings with 60% and conference papers with 10%, respectively (see Fig. 5). Journal articles
represented only 23% of the total selected primary studies. The 4% correspond to series
and 3% to book sections. By analysing these results, we can observe that there are certain
efforts to achieve a greater maturity in this field of research. However, it must be taken
into account that this is a field that has been intensively researched during the last decade.
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In this section an analysis is performed with the 236 primary studies obtained following
the classification criteria and research questions that have been previously outlined (see
Table 2 and 6). The answers to the stated research questions, according to the analysis
performed on the primary studies selected are depicted in next sections.
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4.1. RQI. What Kind of Information is Taken as Input for the Analysis of Code
Repositories?

Table 7 shows the classification of categories made for the first research question. The
selected studies exhibit different artifacts that require some kind of grouping. For this
purpose, we have created a taxonomy for code repositories. For this taxonomy, we take as
a basis the taxonomy provided in Dit et al. (2013) as well as other similar studies (Kagdi et
al., 2007; Cavalcanti et al., 2014). The 14 possible inputs considered for RQ1 are grouped
and evaluated as shown in Table 7.

Table 7 shows how the selected primary studies are distributed in relation to (RQ1),
the number of studies for each category and the percentage distribution. We observed that
the proposed distribution includes the different components present in a code repository
(commits, pulls, branches, etc.). We identified several studies that combine more than one
source of data to achieve their analysis of the code repository but do not reach a signifi-
cant number within our research (less than 2%). For the analysis of code repositories are
the commits; commit messages is the most recurrent input employed in selected studies,
with 115 studies in total (34%). This means the type of information most used as input,
contributors, commit history, etc. In particular, the most relevant studies of this category
focus on the use of repository commits that record changes in the source code made by
developers.

Some of the studies in this category focus on taking as the main information the com-
mitments to follow up on issues that may occur in the project or with the developers, and
that represent a challenge when executing software maintenance. Thus, the study 115 (Jar-
czyk et al., 2017), the closing of issues (errors and characteristics) is studied using it as
main information for the analysis (commits) in software projects, which allows a better
understanding of the factors that affect the completion rates of issues in software projects.
As for example in the study 130 (Kagdil ez al., 2014), the authors propose to use commits
in repositories that record changes to source code submitted by developers to version con-
trol systems. This approach consists of recommending a classified list of expert developers
to assist in the execution of software change requests.

The second most common entry with 90 studies (26%) (see Table 7) is the input
“source code” which represents a huge body of software and related information for re-
searchers who are interested in analysing different properties related to the source code of
software. Specifically, source code allows a meaningful understanding of software devel-
opment artifacts and processes (Dyer et al., 2015). For example, the study 187 (Negara et
al., 2014) provides an approach that previously identifies unknown frequent code change
patterns of a sequence of fine-grained code changes and that allows understanding the
evolution of the code.

Other studies in this category also focus on analysing the repository code to investigate
the development process. The study 80 (Finlay et al., 2014) takes as main information
(input) the code and comments to obtain metrics to relate them to the development effort.

The third most common entry is the input “information repository” with 23 studies
(7%) (see Table 7), it mainly groups historical data, dataset repository and historical code
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Table 7
Classification of selected papers by the input used (RQ1).
Input Papers # studies %
Commit data 62, 67, 68,69, 70,71, 72,73,74,75,76,77,78, 79, 80, 81, 82, 83, 84, 115 34

85,92, 93,94, 95, 96, 97, 98, 99, 100, 101, 103, 104, 105, 106, 107,
108, 109, 110, 111, 112, 113, 114, 115, 116, 117, 118, 119, 120, 121,
122,123, 124, 125, 126, 127, 128, 129, 130, 131, 132, 133, 134, 135,
136, 137, 138, 139, 140, 141, 142, 143, 146, 147, 148, 149, 150, 151,
152, 153, 154, 155, 156, 157, 158, 159, 160, 161, 162, 163, 164, 165,
166, 167, 168, 169, 170, 171, 172, 173, 174, 175, 176, 177, 178, 185,
189, 203, 223, 225, 226, 227, 229, 230, 233, 235

Source code 7,8,9,10, 11, 12,13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25,26, 90 26
27,28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39, 40, 41, 42, 43, 44, 45,
46,47, 48, 49, 50, 51, 52, 53, 54, 55, 56, 57, 58, 59, 60, 61, 62, 63, 64,
65, 66, 67, 68, 69, 70, 71, 72,73, 74, 75,76, 717, 78, 79, 80, 81, 82, 83,
84, 85, 86, 167, 176, 203, 224, 226, 228, 229, 230, 235, 236

Repository info 61,179, 180, 181, 182, 190, 191, 192, 193, 194, 195, 213, 214, 215, 23 7
216,217, 218, 219, 220, 221, 222, 232, 234
Issue 84, 85, 166, 167, 173, 174, 175, 178, 195, 196, 197, 198, 199, 200, 19 6
201, 202, 225, 229, 234
Comments 63, 64, 65, 66, 87, 88, 89, 90, 91, 157, 158, 159, 185, 198, 199, 200 16 5
Branches 1,2, 3, 147, 148, 149, 165, 177, 185, 186, 187, 188, 189 13 4
Defects 4,5,6, 80,81, 82, 150, 151, 152, 153, 154, 155, 233 13 4
Pulls/pulls request 146, 172, 173, 174, 175, 205, 206, 207, 208, 209, 210, 223, 225 13 4
Commiters 83,102, 153, 154, 155, 160, 161, 162, 163, 164, 165, 233 12 4
Informal information 86, 156, 168, 169, 170, 171, 203, 204 8 2
Level of interest 177, 188, 189, 211, 212, 223 6 2
Proyect features info 61, 62, 86, 100, 101, 189 6 2
Logs 6, 144, 145, 183, 184 5 1
Graphs/news feed 201,202 2 1

repository. These studies focus on obtaining the general information of the repository order
to obtain useful knowledge for the development and maintenance of the software.

In this category, we found the study 232 (Wu et al., 2014) that takes the information
from the code repository to analyse social characteristics of collaboration between devel-
opers. The authors focus on demonstrating that code repositories are a part of a broad
ecosystem of developer interactions. Another example is the study 191 (Novielli et al.,
2018) that takes the information from the code repository to analyse the emotions of de-
velopers, applying sentiment analysis to the content of communication traces left in col-
laborative development environments.

The remaining categories are as follows. The next input is the “issues” category with
19 studies (6%) (see Table 7), the issues are processed for the resolution of the problem
or question of something specific. The fifth input is the “comments” category with 16
studies (5%) which can be seen as an important complementary analysis component in a
repository. These five categories are the most common inputs for this classification.

Other studies employ alternative inputs that are used in groups of 12 to 13 studies,
representing less than 5% (see Table 7). Those categories are “branches”, “defects”, and
“pulls and pull requests” and “committers”. The studies take characteristics from code
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repositories as mentioned in Section 2.1. In study 75 (Elsen, 2013) mention that a potential
contributor may participate in the development or maintenance process by submitting a
pull request, which will be reviewed for acceptance or rejection by the central development
team. It is here, that in addition to hosting software repositories, features such as “defects”
of the developers and the “branches” or “forks” of the projects are incorporated into the
development process (Liu et al., 2016). These actions and interactions of the developers
are to be collected and allows the possibility of analysis within the code repositories.
Other five categories with 27 studies in total represent no more than 8% (see Table 7)
of the total studies in RQ1. These studies are directed at features of the code repositories
presented in Section 2.1. The categorization with the type of information as input is “infor-
mal information” which focuses on “chats”, “mails” and “messages” interchanged. “Level
of interest” relates to the social components of the project such as “stars”, “follows” and
“watches”, that are mechanisms typically offered in public open source repositories like,

CEINNTS

for example, GitHub. “Project features info” involves aspects like the “size”, “owner”,
“weeks”, “contributors” which are a part of the general features of the code repository.
“Logs” and “graphs/news feed” are categories that also contribute as inputs to the analy-

sis of the code repository.

4.2. RQ2. What Techniques or Methods are Used for Analysing Source Code
Repository?

The methods or techniques used in the process of analysis of the code repository can be
observed in Table 8 together with the distribution of studies for this question. Results for
this question were obtained using the procedure for data extraction and taxonomy pro-
vided in Section 3.1.5. There are some papers that are present in more than one category,
i.e. different methods contributed by the paper were counted. As a result, the percentage
column in Table 8 represents the total.

The mapping indicates that the most common is “empirical/experimental” with 93
studies (38%) (see Table 8). This type of studies is a systematic, disciplined, quantifiable
and controlled way to evaluate information and approaches against other existing ones and
to know under which criteria they are better (Genero Bocco et al., 2014). These methods
include empirical studies, empirical evaluations, experimental studies, empirical analyses,
case studies, systematic literature reviews, research strategy, etc.

The second most recurrent methods are tagged as “automatic” with 29 studies (12%)
(see Table 8).These studies focus on using tool automation techniques to perform a specific
task. For example, 67 (Dias et al., 2015) proposes an automatic tool to untangle fine grain
code changes in groups, allowing good results with an average success rate of 91%. The
proposal of study 176 (Martinez-Torres et al., 2013) develops an automatic categorization
tool to extract text for the analysis of knowledge sharing activities in projects.

The third input is “artificial intelligence/machine learning” (AI/ML) with 29 studies
(12%) (see Table 8). These studies use techniques that are relevant today as they have
achieved a remarkable momentum that, if properly used, can meet the best expectations
in many application sectors across the research field (Barredo Arrieta et al., 2020). Due
to this importance, we provide a specific classification within this category.
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Table 8
Classification of selected papers by concern/topic, number or studies and percentage (RQ2).
Methods-techniques Papers # studies %
Empirical/experimental 2, 5, 8, 16, 17, 18, 19, 22, 23, 24, 25, 26, 27, 28, 30, 31, 32, 34, 35, 93 39

36, 42,43, 44, 45, 46, 48, 52, 56, 57, 59, 60, 62, 63, 64, 65, 66, 68,
74,77, 83, 88,91, 97, 100, 101, 102, 107, 111, 113, 114, 118, 120,
121, 128, 138, 139, 143, 147, 148, 151, 154, 161, 163, 165, 169, 177,
179, 184, 185, 186, 189, 192, 193, 194, 196, 197, 202, 206, 209, 211,
212,213, 215, 216, 220, 222, 223, 225, 226, 227, 229, 233, 235

Automatic 14,51, 54, 55,67,71, 75,76, 78, 81, 82, 85, 90, 96, 99, 105, 109, 29 12
116, 131, 153, 159, 168, 171, 174, 176, 181, 208, 219, 230
Artificial 1, 3,4, 33,49, 50, 53, 69, 70, 80, 87, 106, 108, 122, 126, 127, 130, 29 12

intelligence/machine 142, 150, 157, 158, 166, 175, 178, 182, 203, 205, 207, 214
learning

Statistical analyses 6,9, 12,21, 37, 38, 39, 58, 86, 89, 94, 98, 112, 136, 167, 199, 201, 24 10
204, 210, 217, 228, 232, 234, 236

Ad hoc algorithms 20, 29, 41, 47, 61, 63, 72,92, 103, 104, 115, 129, 137, 140, 146, 149, 23 10
162, 166, 173, 183, 187, 188, 195

Data mining 7,15, 53,95, 110, 132, 141, 145, 152, 157, 164, 200, 217, 221, 231 15 6

Qualitative analyses 13, 125, 127, 144, 158, 160, 191, 218, 224 9 4

Prediction 10, 53, 134, 157, 190, 198, 203, 214 8 3

Reverse engineering 11,73, 84, 133, 155, 180 6 3

Heuristical techniques 93, 119, 123, 124, 156, 172 6 3

Testing-based techniques 40, 79, 117, 135 4 2

The vertiginous increase of artifacts using AI/ML techniques demonstrates the incli-
nation of the software engineering community towards this branch. These are not isolated
cases or fads (Harman, 2012). Nowadays, the nature of software goes hand in hand with
human intelligence; this is where AI/ML techniques are becoming a part of software,
specifically in the field of code repositories.

The renewed interest and number of AI/ML techniques has led to many advances re-
lated to this field. For example, Bayesian statistics (Abdeen et al., 2015), Convolutional
Neural Network (Li ef al., 2019) and Random Forest Classifier (Maqgsood et al., 2017).
These are used to understand bugs or make predictions of possible code changes, finding
and predicting defects in a code repository or identifying code repository errors. Besides,
it has been criticised that many of these approaches to building smarter software are too
far from human-level intelligence and are therefore likely to be insufficient (Feldt et al.,
2018). This situation has focused on the need for less complex algorithms and tools to be
integrated into the systems and solutions that are used by organizations.

Table 9 shows the taxonomic subcategories that we have carried out based on (Bal-
trusaitis et al., 2019) and (Agarwal ef al., 2019) for “Machine Learning” and (Gani et
al., 2016) for “Artificial Intelligence”. These techniques and methods aim to build models
that can process and relate information from multiple sources. It is worth mentioning that
these techniques have a growing importance and an extraordinary potential.

There exist examples where AI/ML models are applied to improve software develop-
ment, specifically in the area of code repositories. For example, the study 87 (Fu et al.,
2015) uses the technique Latent Dirichlet Allocation (LDA) to extract information from
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Table 9
Components of the category artificial intelligence/machine learning.
Artificial intelligence/machine learning Papers # studies %o
Random Forest Classifier 49, 50, 157, 175 4 14
Natural Language Processing (NLP) 126, 130, 178 3 10
Bayesian classifier 3,205 2 7
Search-based genetic algorithm 33,207 2 7
Latent Dirichlet Allocation (LDA) 87, 106 2 7
Naive Bayes-based approach 122, 166 2 7
Artificial Intelligence 4,70 2 7
Statistical learner 203,214 2 7
Sentiments analysis tools 69 1 3
Deep model structur (convolutional Neural Network) 158 1 3
Rule-based technique 1 1 3
semantics-based methodology 150 1 3
SGDClassifer 142 1 3
Machine learning techniques 127 1 3
Hoeftding tree classification method 80 1 3
Dynamic topic models 108 1 3
Naive bayes classifier 182 1 3
Gradient boosting machine 157 1 3

the change messages of the repository to classify them in an automatic way. Another ex-
ample is the study 127 (Joblin et al., 2015) where a general approach is proposed for the
automatic building of developer networks based on source code structure and commit in-
formation, obtained from a code repository that is applicable to a wide variety of software
projects.

Other examples are the study 122 (Jiang et al., 2019) that uses a random forest clas-
sifier and naive bayes classifier together with the study 3 (Abdeen et al., 2015) that uses
a Bayesian classifier. Both studies use those classifiers as the main technique to process
and analyse the input information and generate models to predict different aspects of the
code repositories (change impact or code review, among others).

The proposed taxonomy aids the understanding and comprehension of AI/ML tech-
niques used in code repository analysis.

Continuing with the taxonomy for (RQ2), other relevant techniques used in the se-
lected studies are those related to “statistical analyses” appearing with 24 studies (10%)
(see Table 8), this category groups different techniques such as “Micro-Productivity Pro-
files Method”, “Quantitative analysis”, “Models regression”, “Regression tree”, etc. Some
examples of the application of these techniques are studies 89 (Gamalielsson and Lundell,
2014) through a review quantitative analysis of project repository data in order to inves-
tigate the sustainability in OSS communities with a detailed analysis of developer com-
munities, the authors of study 86 (Foucault et al., 2015) provide a quantitative analysis of
the rotation patterns and effects of developer that along with the activity of external new-
comers, affect negatively the quality of the software; or the study 38 (Borges and Tulio
Valente, 2018) provides strong empirical quantitative evidence about the meaning of the
number of stars in the code repository, recommending to monitor this metric to use it as
a pattern for repository selection.
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Following the classification we find the use of “ad hoc algorithms”, that are used in 23
studies, representing 9% (see Table 8). In these studies, specific algorithms are provided,
for example, semantic slicing, gumtree, prediction partial matching, etc. These are applied,
for example, for information analysis, as in the study 61 (Datta er al., 2012) algorithms
to determine social collaboration teams are employed. Also, the study 173 (Malheiros et
al., 2012) provided an algorithm to analyse change requests and recommend potentially
relevant source code that will help the developer.

Another category is “data mining” with 15 studies (6%) (see Table 8). Data mining
refers to the extraction or “mining” of knowledge from large volumes of data (Grossi
et al., 2017). Studies rely on these techniques (“Hierarchical agglomerative clustering”,
“Information retrieval (IR)”, “Decision Tree”, “C4.5”, “Logistic Regression”, “k-Nearest
Neighbour (k-NN)”, etc.) to process data from code repositories.

The rest of the studies add up to 15% of RQ2. Qualitative analyses with 9 studies (4%).
“prediction” with 8 studies (3%), “reverse engineering with 6 studies (2%). “heuristical
techniques” with 6 studies (2%). Finally, “testing-based techniques” with 4 studies (2%)
(see Table 8).

4.3. RQ3. What Information is Extracted (Directly) or Derived (Indirectly) as a Result
of the Analysis of Source Code Repositories?

Having analysed the studies according to RQ3, the main output generated is informa-
tion related to “developer behaviour” with 65 studies (26%) (see Table 10). Currently
researchers have been motivated by the lack of research on developer-related social pro-
cesses oriented to management, analysis, maintenance and teamwork (Gamalielsson and
Lundell, 2014) and we see this is reflected in the mapping study. The category groups dif-
ferent characteristics of the developer that can be extracted from the code repositories, for
example, with the purpose of knowing developers’ patterns, developers’ sentiment clas-
sification, developer contribution analysis, developer social networks, development pro-
cesses, etc. These outputs are eventually used to improve the maintenance and generally
to comprehend the evolution of software.

For example, we can point out the study 186 (Murgia et al., 2014) where emotion min-
ing is performed, applied to developers’ problem reports, and it can be useful to identify
and monitor the mood of the development team, which allows to anticipate and solve pos-
sible threats in their team. Another example is the study 130 (Kagdil er al., 2014) that
proposes an approach to recommend a classified list of expert developers to assist in the
implementation of software change requests (e.g. bug reports and feature requests).

The second most recurrent output is “changes analysis” with 35 studies (14%) (see
Table 10). These studies are interesting since the information extracted from these code
changes can be used to predict future defects, analyse who should be assigned a particular
task, obtain information on specific projects or measure the impact of the organizational
structure on software quality (Herzig et al., 2016).

For example, the study 138 (Kirinuki ez al., 2014) proposes a technique to prevent
“tangled changes” in which it is identified whether a developer’s changes are tangled and
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Table 10
Classification of selected papers by concern/topic, studies and percentage (RQ3).
Output Papers # studies %
Developer Behaviour 1,5,8, 11, 13, 17, 21, 26, 30, 36, 37, 38, 39, 40, 43, 48, 52, 55, 56, 60, 65 26

61, 64, 65, 66,69, 71,77, 89,92, 99, 101, 116, 120, 121, 127, 130, 147,
151, 160, 161, 163, 169, 175, 177, 181, 186, 189, 190, 191, 192, 196,
200, 204, 208, 211, 215, 216, 220, 221, 222, 230, 231, 232, 233, 234
Changes Analysis 3,4,31,32,33,42,45,51, 59, 63, 67, 70, 102, 104, 107, 108, 114, 35 14
118, 124, 136, 138, 155, 162, 171, 174, 179, 180, 184, 187, 194, 195,
217,223, 229, 235

Metrics/Quality 23,29, 58,74,78,79, 80, 84, 90, 91, 105, 115, 128, 131, 145, 153, 24 10
164, 166, 168, 170, 185, 198, 199, 228

Deftect/Issue Analysis 10, 12, 15, 16, 27, 34, 41, 44, 84,97, 113, 119, 134, 150, 167, 197, 21 9
198, 203, 205, 207, 224

Source Code 2,9, 18,19, 25,49, 54,63, 67,72,73, 95, 102, 110, 125, 133, 141, 21 9

Improvements 164, 165, 202, 212

Commits/Committers 6, 20, 46, 50, 87, 96, 98, 111, 126, 142, 146, 157, 176, 178, 182,209, 17 7

Classification 210

Cloning Detection 22, 35,81, 82, 85,94, 112, 144, 149, 159, 188, 227, 236 13 5

Maintenability 7, 28,57, 62, 68,76, 83, 106, 143, 168, 226 11 4

Information

Design Modelling 86, 88, 100, 103, 129, 148, 193, 206, 213, 218 10 4

Commit Analysis 14,24, 47, 53, 122, 123, 137, 214, 219 9 4

Automatic Processing 109, 117, 126, 158, 172, 173, 183 7 3

Code Review 132, 139, 166, 201, 225 5 2

Branching Analysis 24,75, 140, 152, 156 5 2

Testing Data 93, 135, 154 3 1

using the technique, developers can be made aware that their changes are potentially tan-
gled and can be given the opportunity to commit the tangled changes separately. The study
187 (Negara et al., 2014) presents an approach that identifies previously unknown frequent
code change patterns of a sequence of fine-grained code changes.

The next output is tagged as “metrics/quality” with 24 studies (10%) (see Table 10).
Software metrics and measurements are those processes or tools that include the assess-
ment of the software product, project or process in order to obtain values that can help
give indicators of one or more software attributes (Abuasad and Alsmadi, 1994, (2012)).
This category is made up of these specific outputs like change analysis, change contracts,
change histories, change impact analysis, etc. To exemplify, the study 80 (Finlay et al.,
2014) describes the extraction of metrics from a repository and the application of data
flow mining techniques to identify useful metrics to predict the success or failure of the
construction. We can also mention the study 145 (Kumar ef al., 2018) that proposes the
creation of an effective failure prediction tool by identifying and investigating the pre-
dictive capabilities of several well-known and widely used software metrics for failure
prediction.

Then, the output “deffect/issue analysis” with 21 studies (9%) (see Table 10) groups
studies focusing on repository data and are employed to provide software analytics and
predict where defects might appear in the future (Rosen et al., 2015). An example of
this is the paper 207 (Rosen et al., 2015), which presents a tool that performs analysis
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and predicts risks in software by performing commits. Alternatively, the study 97 (Gupta
et al., 2014) proposes a run-time process model for the error resolution process using a
process mining tool and an analysis of the performance and efficiency of the process is
performed.

Another category of importance is “Source Code Improvements” with 21 studies (9%)
(see Table 10), grouped according to identifiers in source code, source code legibility,
annotations, source code plagiarism detection, scope of source code comments, etc.

The output “Commits/Committers” with 17 studies (7%) (see Table 10) corresponds
to studies that usually extract information to perform a classification of commit messages,
change messages, committers or commits from the code repository.

The following output categories in RQ3 correspond to “Cloning Detection” with 13
studies (5%) and is made up of studies where information about code cloning that aims
to detect all groups of code blocks or code fragments that are functionally equivalent in a
code base is derived (Nishi and Damevski, 2018). “Maintainability Information” with 11
studies (4%) is made up of studies on traceability, maintainability or technical debt. “De-
sign Modelling” with 10 studies (4%) has studies that extract information on UML models,
EMEF patterns or patterns of social forking. “Commit Analysis™ has 9 studies (4%), “Auto-
matic Processing”, 7 studies (3%), “Code Review”, 5 studies (2%), “Branching Analysis”,
5 studies (2%) and “Testing Data”, 3 studies (1%) (see Table 10).

Figure 6 presents a bubble graph summarizing the combination of principal ques-
tions (RQ1, RQ2, RQ3) organized as the black box model, starting with the input, the
method/technique and the output (Section 3.1.1). The largest bubble (47 studies) rep-
resents studies that take as input the category “Source Code” and the methods or tech-
niques for processing are “Empirical/Experimental”. After this, the second largest bubble
(37 studies) represents that the information taken for the analysis is the “Commit Data” and
the techniques, used for processing it, are equally empirical or experimental. On the other
hand, the third bubble (37 studies) in terms of information extracted from the analysis of
the repositories shows that it is used for “Developer Behaviour”. We observe that in the
bubbles of “Automatic”, “Data Mining” and “Artificial Intelligence/Machine Learning”
these techniques are used to process information and it has become an emerging field to
process information from the repositories. Another interesting point to highlight is that all
categories of both input and output use empirical/experimental techniques and methods
to process information.

Analysing the data obtained from the SMS, we observe that the main trend in code
repository research focuses on using empirical or experimental techniques (93 studies) in
source code, code review and code repository commits to obtain results, especially related
to developers’ analysis (67 studies). Research trends seem to gravitate towards analyses of
code changes and the impact they have on software maintenance and evolution. Analyses,
metrics, measurements and classification of developers’ feelings, efforts and contributions
are the trends revealed by the SMS. Another marked trend in the research is the analysis
of defects, issues and bugs present in the software and looking for patterns or ways to find
these defects or predict them.
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Fig. 6. Bubble graph intersecting research questions RQ1, RQ2 and RQ3.

4.4. RQ4. What Kind of Research Has Proliferated in this Field?

Figure 7 describes the arrangement of the primary studies according to research ques-
tions RQ4 and RQS5. The definition of the kind of contribution for each paper was done
alongside the data extraction procedure (Section 3.1.5). There also may be papers that are
present in more than one category to provide a solution. The main and central contribution
for each paper was analysed for figuring out its classification. Regarding the nature of the
research, the graph shows that the majority of studies (90%) provides solution proposals.
A further 4% of studies are applied research. Two percent of studies are classified as vali-
dation research. Finally, remaining 4% are classified as evaluation research (1%), opinion
articles (1%), personal experience articles (1%), philosophical articles (1%).

4.5. RQS5. Are Both Academia and Industry Interested in this Field?
With respect to industry interest in the field of research, Fig. 7 shows that 97% of the

selected studies are authored by at least one affiliate of a university or research centre.
This percentage is very high, which allows us to know that researchers are interested in
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Fig. 7. Description the layout of the primary studies according to research questions RQ4 and RQS5.

the different areas of code repositories. The classification that follows is “Both” with 3%,
these studies have a mixed authorship between academia and industry.

4.6. Quality Assessment

Finally, we used the instrument for quality assessment (Section 3.1.4) with the primary
studies. Figure 8 shows the quality assessment of the seven assessment questions, in which
the instrument is applied with its respective scale. AQ1 to AQS5 are questions that are eval-
uated in quantitative terms, while AQ6 and AQ7 are objective questions. The systematic
method (AQ1) of the selected studies, which represents whether it is possible to repli-
cate the methods and techniques systematically, resulted in the majority with high values
(mostly evaluated as ‘5’), the other studies were rated between 3 and 4. Regarding the
presentation of a result of the analysis of the code repository (AQ2), most of the studies
(176) were rated as ‘5° (see Fig. 8). This shows that the studies present some proposal
or result of the analysis carried out. In terms of methods, tools or related aspects (AQ3),
most of the studies obtained a value of ‘5’ (see Fig. 8). As for problems of quality, develop-
ment or evolution of software (AQ4), the studies seek solutions through an artifact (tool,
framework, methodology, etc.), and most of them were evaluated with °5’ (see Fig. 8). In
relation to the proposals being able to be implemented in industrial environments (AQS),
they were evaluated with a high value (*5’). This means that a study is considered replica-
ble, but there are strong dependencies in terms of tools, software and configurations that
should be considered (see Fig. 8).

Finally, questions AQ6 and AQ7 objectively assess the citations and relevance of the
conferences and journals in which the selected studies were published (see Fig. 8). Most
studies have been referenced several times. Table 11 shows the most cited documents.
The most cited paper is the study 2 (Abdalkareem ef al., 2017) (143 times). That study
focuses on providing an insight into the potential impact of reusing repository code in
mobile applications, through an exploratory study where open source applications in a
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Table 11
Most cited papers.

Study # Citations Year AQS5

2 143 2017 5
186 72 2014 5
25 69 2014 5
9 66 2013 5
61 62 2012 5
187 46 2014 5
130 43 2012 5
165 42 2012 5
89 42 2014 5
159 40 2012 5

code repository are analysed. These results can benefit the research community in the
development of new techniques and tools to facilitate and improve code reuse.

In addition to the analysis of the most cited articles, we have carried out a social net-
work analysis (SNA), which allows us to generate a graph and identify the main groups of
authors together with the most relevant authors in the area (Franco-Bedoya et al., 2017).
The methodology used for our analysis is based on (Wang et al., 2016). The analysis is
done with our SMS studies and is the main column of the network.

In the co-citation analysis, a matrix is compiled by retrieving the quotation counts of
each pair of the important documents that were identified in the citation analysis, and a
major component of the factor analysis is to reveal the knowledge clusters of the code
repository research (Wang et al., 2016).

We use the VOSviewer software that enables sophisticated cluster analysis without the
need for in-depth knowledge of clusters and without the need for advanced computer skills
(van Eck and Waltman, 2017).

In Fig. 9, the size of a cluster reflects the number of papers belonging to the cluster.
Larger clusters include more publications. The distance between two clusters roughly in-
dicates the relationship of the clusters in terms of citations. The clusters that are close
to each other tend to be strongly related in terms of co-citations, while clusters that are
farther apart tend to be less related (van Eck and Waltman, 2017). The curved lines be-
tween clusters also reflect the relationship between them, and the thickness of a line rep-
resents the number of citations between two clusters. VOSviewer has its own clustering
technique (Waltman ez al., 2010). This clustering technique was used to divide in 14 clus-
ters with four main branches. This was done based on the citation relationships between
the analysed studies. In Fig. 9, each cluster has a colour indicating the group to which
the cluster was assigned. Thus, a breakdown of papers concerning code repositories into
broad subfields is obtained. A rough interpretation can be depicted as follows: The cluster
in the down-left corner that becomes a branch (green, orange and pink nodes) seems to
cover research about changes analysis, maintenance and code review to maintain software
quality. The branch on the down-right (purple, red and brown nodes) seems to cover the
research about code changes, commit analysis, automatic processing by focusing on bugs
and software defects. The branch in top-left corner (blue and pink nodes) might be related
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Fig. 9. Relationship between authors and research knowledge groups in code repositories.

to research in source code improvements and metrics/quality. Finally, the top-right branch
(light blue and green) is more related to research in the field of defect/issue analysis, main-
tainability information and developer behaviour.

5. Discussion
This section presents the main results obtained through SMS for research and industry.
5.1. Principal Findings

The main research question and the reason for this SMS was to know the information that
is extracted from the code repositories along with the methods and tools to process it and
the output that is obtained from this process. Our SMS has scrutinized and schematized
this field of research and determined its current status by analysing, evaluating, and under-
standing the research to date in relation to extraction, methods/tools and output generated
from code repositories. The main findings are:

e F1. The research field regarding code repository analysis is in the process of improving
its matureness. Researchers have worked in this discipline very hard in the last 10 years
with several different proposals with some evidence. However, most of them have not
been extensively applied in the industry. In addition, most of the papers have been pub-
lished in high impact conferences and journals. Therefore, several objectives have been
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found to be covered by these research proposals. As a result, many of the proposals turn
out to be innovative and built on previous research.

e F2. The authors consider several methods/techniques for the analysis of information
obtained from code repositories. The collected studies point out that there are different
techniques and methods from other research areas that can be applied in the analysis of
information extracted from code repositories. We can detect some recurrent patterns.
For example, the most recurrent techniques are those related to empirical or experi-
mental analyses which are present for various inputs and outputs. Another insight is the
extensive use of artificial intelligence and, more specifically, machine learning to anal-
yse the information extracted from code repositories with good results. Finally, some
tools and techniques combine some automatic processes with other sources to achieve
the research goal.

e F3. The selected proposals contribute to the understanding of software quality and evo-
lution. Several methods, techniques and tools have been found for the process of anal-
ysis of information extracted from code repositories, their application in the industry
is given in a minimum measure and poor ascent, as it is demonstrated by some studies
that give viability through empirical results. Although there are studies that go hand in
hand between industry and academia, few initiatives are found in digital libraries.

e F4. The output obtained from the analysis of information from code repositories focuses
on most studies to investigate the developer, such as classifying it or finding patterns
of feelings (like through sentiment analysis) that infer from the coding. In summary,
this analysis allows the developer to know the quality and evolution of the software
beyond counting and measuring the lines of code and focuses on the human factor as a
fundamental part within the software development.

e FS5. Finally, another important output obtained from the analysis of information from
code repositories is the analysis of changes. These studies focus on obtaining the impact
of changes in the software code that is developed to try to find error patterns and to
be able to make predictions of possible failures in the code before they occur. These
changes in the code can greatly influence the quality and maintenance of the software,
as well as have serious repercussions on costs and developers of the software project.

5.2. Implications for Researchers and Practitioners

The main findings presented above have some implications for researchers and practition-
ers working in the industry who research code repositories. For the academic world, the
most used inputs for information analysis are mostly source code and commit data, the
categories that have less amount of studies are an area of research to be explored. As for
the methods and techniques used for the analysis of information in the repository, a wide
variety of tools, techniques and methods are used (see Fig. 7), especially most approaches
focus on empirical studies or artificial intelligence, which provides different approaches to
information processing, and most studies seek to improve data processing to meet the stud-
ied objectives. As shown in Fig. 3, research involving analysis of information from code
repositories is increasing every year. Therefore, it becomes a wide area of future research.



650 J. Sayago-Heredia et al.

Another important implication for researchers is that most of the proposed methods and
techniques require several tools and software to replicate the studies. This makes these
techniques somewhat complex to replicate in the industry. Finally, researchers should also
focus on how the obtained information is applied to solve problems of software quality
and evolution, which is the important point for both academia and industry and therefore
seeks to improve software development.

5.3. Evaluation of Validity

In this section we discuss the limitations of our systematic mapping study, based on the
types of validity proposed by Petersen and Gencel (2013), which we describe below:

5.3.1. Descriptive Validity

“Descriptive validity refers to threats to the ability to capture and accurately represent the
observations made” (Badampudi et al., 2016). In an MSS, the main objective is to obtain
available studies without any research bias. To avoid bias, we applied a review protocol,
which was evaluated and approved by the authors as a means of quality assurance. As
mentioned above, SMS guidelines of Kitchenham et al. (2011) and Petersen et al. (2015)
were important for optimizing internal validity. The authors of this SMS double-checked
the results of the selection procedure. These researchers took a random sample of 50% of
the studies selected by the primary author and applied the inclusion/exclusion criteria for
the selection procedure. To reduce the threats to data extraction, we created a form and
used it in the pilot study (see Appendix B), which was validated by researchers. As well
as Badampudi er al. (2016), the text of the selected primary studies was highlighted and
marked, which made it easy to consult the document if a review was required. Finally,
during the data extraction process, the researchers conducted several focus group sessions
to discuss any potential controversies regarding quality assessment.

5.3.2. Theoretical Validity

Uncertainty of some factors by the author may affect theoretical validity (Badampudi et
al.,2016). In the case of our SMS, one of the main threats was the use of multiple terms and
classifications to refer to code repositories. We mitigated this threat by using a synonym
term defined in the search string, which was validated in the pilot search.

5.3.3. Generalizability

There are several limitations that can affect our SMS, this is the generalization presented
by Petersen and Gencel (2013) and a distinction between internal and external generality.
As far as systematic mapping is concerned, internal capacity is not a major threat (Pe-
tersen and Gencel, 2013), we believe that the most important limitation in our SMS is
publication bias, because it is not possible to extract all the studies published in this area
of research. We mitigate this threat by using five digital scientific databases considered
relevant to software engineering recommended by Kuhrmann et al. (2017) as sources for
study extraction. The consulted databases do not cover certain digital material that could
be useful and relevant to our research, for example “technical reports, blog entries and
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video presentations” (Laukkanen et al., 2017). Thus, this aspect is a strong limitation in
research of code repositories in terms of research done by industry that is hardly ever
published publicly. This limitation is reflected in low authorship between academia and
industry. Anyway, this does not prove that the industry is not interested in analysing code
repositories.

External generalizability measures the ability to generalize results, that is, the extent to
which the results reported in a publication can be generalized in other contexts (Munir et
al., 2016; Wohlin et al., 2012). In this regard, the main threat to external generalizability
refers to our subjectivity in selecting, classifying, and understanding the point of view of
the original authors of the studied works. A misperception or misunderstanding by us of
a given paper may have led to a misclassification of the study. To minimize the chances
of this, we apply a quality assurance system (Section 3.1.4). In addition, as we present
the review protocol in detail in Section 3, our mapping is intended to be reliable to other
investigators in terms of the search strategy, inclusion/exclusion criteria, and applied data
extraction (Borg et al., 2014).

5.4. Interpretive Validity

Interpretive validity is achieved when the drawn conclusions are reasonable from the data
obtained and lead to the validation of the mapping (Petersen and Gencel, 2013). The main
threat is author bias in the interpretation of the data. To mitigate this, the discussion groups
and the classification process of the primary study selection were carried out. The re-
searchers participated in various meetings to analyse and interpret the obtained data, in
which their conclusions were discussed, and they made sure to maintain the same criteria.

5.5. Reliability

Repeatability is the ability of other researchers to replicate the results. To achieve reli-
ability, research steps must be repeatable (Badampudi et al., 2016). Detailed measures
adopted in searches are limitations to theoretical validity and may lead to a lack of re-
porting capacity (Munir et al., 2016). For example, the used search strings and databases
extract the sought information, due to the documented inclusion/exclusion criteria, which
increases reliability.

There is always a risk of losing primary studies with only one search string for all
selected databases (Cosentino et al., 2017). Therefore, a preliminary test with several ver-
sions of search strings was performed in the pilot search.

In addition, the inclusion/exclusion criteria were defined as in Genero et al. (2011).
Collection of as many articles as possible aligned with the theme of the code reposi-
tory. Repeatability of data extraction is important. We mitigated this threat by extract-
ing and sorting the gathered papers in focus group sessions in which all researchers par-
ticipated. The steps and information of our research are documented and published at
https://GitHub.com/jaimepsayago/SMS including tables, graphs and the corresponding
tables and analyses found in the document. In addition, all studies were classified accord-
ing to the criteria of rigour and relevance adapted from Ivarsson and Gorschek (2011).
This facilitates the traceability and repeatability of our study.
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6. Conclusions

In this work, we conducted a SMS of the research published in the last eight years of
five digital libraries. Through an extensive search and a systematic process, which has not
been done in other similar studies, we have extracted and analysed data from more than
3700 papers, from which 236 documents have been selected. Relevant papers have been
systematically analysed for answering the questions posed in this research.

This study reveals some trends in the current use of the evolving software coding
and the massive use of code repositories as a platform for software development. These
projects can range from an academic practice to large enterprise software projects. This
allows us to analyse the information from these repositories, such as obtaining patterns,
metrics and predictions in software development.

We believe that the conducted research is useful for developers working on software
development projects that seek to improve maintenance and understand the evolution of
software through the usage and analysis of the code repositories.

One important contribution is that we have defined a taxonomy that was divided ac-
cording to input, method and output of the analysed proposals. Through this mapping
study, we have identified the main information inputs used within code repositories that
are commonly analysed: source code and commit information (RQ1).

A wide variety of tools and methods were used for the processing of information ex-
tracted from the code repository, especially most studies focus on using empirical and
other experimental analyses, but also researchers are aligned to different approaches to
information processing used in other fields of research such as artificial intelligence, with
a special mention to machine learning. Together with these, data mining and other auto-
matic techniques are employed to improve data processing in code repositories to meet
the investigated objectives (RQ?2).

Our analysis also raises the type of information derived from the processing of infor-
mation from the code repository. In this sense, most studies are focused on investigating
the developer behaviour or change analysis (RQ3). The analysis of the developer behaviour
allows to know the quality and evolution of the software beyond counting and measuring
the lines of code and focuses on the most important factor in software development. Mean-
while, the change analysis focuses on obtaining the impact of changes in the code of the
software being developed, in order to try to find patterns of errors and to be able to make
predictions of possible failures in the code.

In future work, we will focus on investigating the areas that have not yet been taken into
consideration and that were identified in this systematic mapping study. We will attempt to
directly research about artifacts for developer analysis. Finally, we will focus our research
efforts on the analysis, measurement or testing of artifacts to determine and predict the
impact on software quality from developer sentiments.

A. Search Strings

This appendix shows the search strings with specific syntax for the digital libraries used
in the systematic mapping study (Table 12).
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Table 12
Concrete syntax of the search string for each digital library.

Source

Search String

Scopus

IEEE Xplore

TITLE-ABS-KEY ((“‘code repository” OR “software repository” OR “version control
system” OR “GIT” OR “SVN”) AND (“analysis”” OR “inspection” OR “mining” OR
“exploring”)) AND (LIMIT-TO (DOCTYPE, “ar”) OR LIMIT-TO (DOCTYPE, “cp”)
OR LIMIT-TO (DOCTYPE, “cr”) OR LIMIT-TO (DOCTYPE, “re”) OR LIMIT-TO
(DOCTYPE, “ch”) OR LIMIT-TO (DOCTYPE, “bk”)) AND (LIMIT-TO (SUBJAREA,
“COMP”) OR LIMIT-TO (SUBJAREA, “ENGI”) OR LIMIT-TO (SUBJAREA,
“MATH”) OR LIMIT-TO (SUBJAREA, “DECI”)) AND (LIMIT-TO (PUBYEAR,
2020) OR LIMIT-TO (PUBYEAR, 2019) OR LIMIT-TO (PUBYEAR, 2018) OR
LIMIT-TO (PUBYEAR, 2017) OR LIMIT-TO (PUBYEAR, 2016) OR LIMIT-TO
(PUBYEAR, 2015) OR LIMIT-TO (PUBYEAR, 2014) OR LIMIT-TO (PUBYEAR,
2013) OR LIMIT-TO (PUBYEAR, 2012)) AND (LIMIT-TO (LANGUAGE, “English”))
(((“Document Title”:”code repository” OR “software repository” OR “version control
system” OR git OR svn AND analysis) AND “Abstract”:”code repository” OR “software
repository” OR “version control system” OR git OR svn AND analysis) AND “Author
Keywords”:”code repository” OR “software repository” OR “version control system”
OR git OR svn AND analysis)

ACM Digital Library “query”: {acmdITitle:(code repository software repository git svn) AND

Science Direct

acmdlTitle:(analysis inspection mining exploring) AND recordAbstract:(code repository
software repository git svn) AND recordAbstract:(analysis inspection mining exploring)
AND keywords.author.keyword:(code repository software repository git svn) AND
keywords.author.keyword:(analysis inspection mining exploring) }”filter”:
{”publicationYear”:{ “gte”:2012, “Ite”:2019 }},{owners.owner = HOSTED}

(“code repository” OR “software repository” OR “version control system” OR git OR
svn) AND (analysis OR inspection OR mining OR exploring)

IST Web of Science TS = (“code repository” OR “software repository” OR “version control system” OR git

OR svn) AND TS = (analysis OR inspection OR mining OR exploring)

B. Data Extraction Form

Information RQ/AQ

Meta-Information

number

Author

Title

Abstract

Keywords

Conference/Journal

Year

Reference Type

DOI

Tracking information about the selection of primary studies

Classification

Type Information Extract RQI
Methods/Techniques RQ2
Type Information Result RQ3

(continued on next page)
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Table 12
(continued)

Information RQ/AQ
Type of Research RQ4
Industry/Academia RQ5

Journal and Conference Relevance/Citations

ERA

QUALIS

JCR

Q-JCR

cited by (*Scopus)

Score

Quality Assessment

Information Extract AQ1

Information Result AQ2

Methods/Techniques AQ3

Solution Problem AQ4

Application AQS5

Q-cited AQ6

Relevance of Conference/Journal AQ7

C. Selected Primary Studies

It is possible to view the select primary studies obtained to SMS in the next link https:
//GitHub.com/jaimepsayago/SMS.

Funding
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