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Abstract. Data users are generally interested in two types of aggregated information: summariza-
tion of the selected attribute(s) for all considered entities, and retrieval and evaluation of entities
by the requirements posed on the relevant attributes. Less statistically literate users (e.g. domain
experts) and the business intelligence strategic dashboards can benefit from the linguistic summa-
rization, i.e. a summary like the most of customers are middle–aged can be understood immediately.
Evaluation of the mandatory and optional requirements of the structure P1 and most of the other
posed predicates should be satisfied is beneficial for analytical business intelligence dashboards and
search engines in general. This work formalizes the integration of aforementioned quantified sum-
maries and quantified evaluation into the concept of database queries to empower their flexibility
by, e.g. the nested quantified query conditions on hierarchical data structures. Next, this approach
contributes to the mitigation of the empty answer problem in data retrieval tasks. Thus, the strate-
gic and analytical dashboards as well as query engines might benefit from the proposed approach.
Finally, the obtained results are illustrated on examples, the internal and external trustworthiness is
elaborated, and the future research topics and applicability are discussed.

1. Introduction

Databases usually contain a large number of entities and their attributes. Formally,
a database can be expressed as a set of pairs (Skowron et al., 2015)

Tp = (Up,Ap), (1)

where Up is an universe of entities (records) and Ap is a set of attributes in a table Tp,
p = 1, . . . , n. In such tables, rows are labelled by entities and columns by attributes.

∗Corresponding author.

https://doi.org/10.15388/20-INFOR428


842 P. Sojka et al.

Generally, data users are interested in two types of queries, which might be expressed
as vertical and horizontal aggregations. In the former, statistical functions, such as means,
deviations and distributions are used to explain the entities’ attributes considering the set
of entities U (1), e.g. the average altitude of all municipalities is m, whereas the standard
deviation is s, where m, s ∈ R. In the latter, users are interested in entities that best satisfy
the compound predicate, i.e. in finding the best entities considering the predicates posed
on a subset of attributes A (1), such as altitude BETWEEN (1000, 1200) and pollution
�50 and population density <100 and number of sunny days �120 and percentage of
arable land �20. In such queries, users have to express requirements by numbers, even
though uncertainties about the borderline cases might appear (Keefe, 2000). The third
case, nested sub-queries posed against the 1 : N relationships (e.g. between the relations
district and municipality) may require merging horizontal and vertical aggregations, such
as select districts, where unemployment rate �30 and percentage of respiratory diseases
>25 and the average pollution in their respective municipalities is higher than the limit
value. For the data users, the natural way to express the requirements is by linguistic terms.
The same holds for interpreting the summaries where, despite the broad use of statistical
functions, they are suitable for domain experts having a certain level of statistical literacy
(Hudec et al., 2018).

The literature has already recognized the limitations of the classical or two-valued
approaches and provided solutions for the various situations. The vertical aggregation has
been empowered by the so-called linguistic summaries initially proposed by Yager (1982)
and emphasized (Yager et al., 1990) that summaries should not be as terse as means. Since
then, the theory of linguistically summarized sentences has been extensively researched
by many scholars and applied in a variety of fields. A detailed, although not a very recent
review, can be found in Boran et al. (2016). Less statistically literate users (e.g. domain
experts and the general public) can benefit from such a summarization (Hudec et al., 2018;
Schield, 2011). Through this approach, we are able to provide an overall overview of
one attribute or relations among several attributes in a dataset, such as about half of the
municipalities have the population density around the mean value, or the majority of young
customers buy items in late evenings. Such summaries might improve the informativeness
of business intelligence strategic dashboards, for instance.

A query against the data stored in a database provides a formal description of the en-
tities of interest to the user posing this query (Hudec and Vuc̆etić, 2015; Kacprzyk et al.,
2000). Limitation of the two-valued logic in the database query conditions has been miti-
gated by the fuzzy query approaches like (Bosc and Pivert, 1995; Hudec, 2009; Kacprzyk
and Zadrożny, 1995; Wang et al., 2007). In this way, the most relevant entities with respect
to user needs are retrieved together with their matching degrees, i.e. the closeness to the
full satisfaction. An example of such query is select customers having a high number of
orders and low payment delay. Next, a user might be interested in entities that meet the
majority of requirements. Such a query is of the structure the most of atomic requirements
{P1 . . . Pn} should be met (Kacprzyk and Ziółkowski, 1986). However, this approach is
not able to make distinction between the mandatory and optional requirements. Further,
linguistic summaries have shown their applicability as nested subqueries in the hierar-
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chical data structures, e.g. select regions where the most of municipalities meets the re-
quirement P (Hudec, 2016). More complex nested queries require the integration of the
vertical and horizontal aggregations.

The foundation for all the aforementioned approaches is the theory of fuzzy sets intro-
duced by Zadeh (1965), the theory of fuzzy logic based on the theories of many-valued
logics and fuzzy sets, and the theory of aggregation functions summarized in Dubois and
Prade (2004), Beliakov et al. (2007). Thus, the methodology of our work is based on the
key findings in these fields.

The research questions in this work are the following: the problem of merging the hor-
izontal and vertical aggregation and the formalization of mandatory and optional predi-
cates in quantified queries, and a subsequent proposal of a suitable integration. By this ap-
proach, we can cover the gap in the merging of quantified summarization with evaluation.
In addition, when a conjunctively expressed query condition consists of a larger number of
predicates, an empty answer might appear. The proposed aggregation by the fuzzy quanti-
fier most of is a semantically different contribution than the existing approaches covering
the empty answer problem (Bosc et al., 2009, 2008, 2007; Smits et al., 2014) and therefore
it augments the established ones.

The remainder of the paper is organized as follows: Section 2 provides a brief expla-
nation of the main aspects of linguistic summaries, which is necessary for the subsequent
sections. Section 3 is dedicated to formalizing the quantified evaluations of entities and ag-
gregating them with quantified summaries, whereas Section 4 demonstrates the results on
illustrative situations, evaluates the validity of results, discusses research questions, raises
future research topics and applicability. Finally, Section 5 answers research questions and
concludes the paper.

2. Linguistic Summaries in Brief

This section studies the relevant theoretical aspects of data summaries by short quantified
sentences of natural language. A basic structure of such sentence has the form Q entities
in a dataset are P where Q is a linguistic quantifier such as most of, about half and few,
and P is an elementary or compound predicate. The truth value (or validity) is calculated
in the following way (Yager, 1982)

v
(
Qx

(
P(x)

)) = μQ

(
1

n

n∑
i=1

μP (xi)

)
, (2)

where n is the number of entities or the scalar cardinality of a dataset (a universe of en-
tities Up (1)), y = 1

n

∑n
i=1 μP (xi) is the proportion of entities in a dataset that satisfy

predicate P , μP (xi) is the matching degree of entity xi to predicate P , and μQ is the
membership function of a chosen relative quantifier. The truth value v assumes values
from the unit interval.

Formalization of fuzzy relative quantifiers can be carried out by using three methods:
sigma-counts (Zadeh, 1983), Ordered Weighted Averaging (OWA) operator (Yager, 1988)
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Fig. 1. Parametrized linguistic quantifier most of, where y is the proportion of entities that meet the predicate P

(see, Eq. (2)).

and Competitive Type Aggregation (Yager, 1984). The sigma-count method is adopted for
this work, because it allows the quantifiers and predicates to be modelled in the same way,
which simplifies the applicability, and therefore is more intuitive for diverse users. Within
this method, the quantifier most of is formalized by an increasing (usually linear) function.
It can be constructed independently by equations offered in Kacprzyk and Zadrożny (2005)
or as one granule from the family of uniformly distributed relative quantifiers constructed
on the [0, 1] interval (Hudec, 2016). When expressed by parameters, the quantifier most
of yields (see, Fig. 1):

μQ(y) =

⎧⎪⎨
⎪⎩

1, for y � n,

y−m
n−m

, for m < y < n,

0, for y � m,

(3)

where 0.5 � m � n � 1. When m = n = 1, the quantifier becomes the crisp quantifier
all, whereas when, e.g. 0.8 � m < n = 1, the quantifier expresses the term almost all.

Analogously, the quantifier about half can be expressed by a symmetric triangular
fuzzy number centred around the value of 0.5 (μQ(0.5) = 1). The quantifier few is ex-
pressed by a decreasing function (μQ(0) = 1, μQ(1) = 0).

The linguistic terms low, medium, around m and high can be formalized by an L fuzzy
set, a trapezoidal fuzzy set, a triangular fuzzy set and a linear gamma fuzzy set, respec-
tively, as illustrated in Fig. 2.

Generally, fuzzy sets can be formalized by non-linear functions. In this work, we
adopted the linear ones due to their simplicity for the end users. We used the same adoption
also for the relative quantifiers.

In this work, we apply the basic structure of linguistic summaries (2), evaluations
expressed by the quantifier most of Kacprzyk and Zadrożny (2005), that is further
parametrized in Hudec (2016) and aggregation functions (Beliakov et al., 2007), in order
to explore the raised research questions. A review of the other types of linguistic sum-
maries can be found in Lesot et al. (2016), whereas a review of applicability can be found
in Boran et al. (2016). The solution of a summary is the validity or truth value of the
evaluated quantified sentence, not a set of retrieved entities from (1).
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Fig. 2. Fuzzy sets: a) L fuzzy set, b) trapezoidal, c) triangular, d) linear gamma.

3. Evaluation of Atomic Conditions by Quantified Summaries

This section studies linguistic summaries employed as aggregations of elementary require-
ments in the evaluation of entities.

3.1. Evaluation of Optional Atomic Conditions

In database queries, the usual way of selecting the relevant entities is realized via the
conditions expressed by conjunction (AND operator) and disjunction (OR operator). The
former cannot cover the aggregation of mandatory and optional requirements, because all
the requirements are mandatory. If only one atomic condition from a larger set is rejected,
the overall matching degree is zero (zero is the absorbing element in conjunction). The
latter is based on the substitutability principle, i.e. one satisfied atomic requirement is
sufficient.

Let us recall the standard classification of aggregation functions (Dubois and Prade,
2004). Conjunctive aggregation functions are characterized by A(x) � min(x), disjunc-
tive by A(x) � max(x), averaging by min(x) � A(x) � max(x), and remaining aggrega-
tion functions are called mixed, where x is a vector, x = (x1, . . . , xn).

Thus, the following problems in conjunctive aggregation might appear. First, the pres-
ence of mandatory and optional requirements, which was addressed by the asymmetric
AND IF POSSIBLE conjunction (Dujmović, 1975; Bosc and Pivert, 2012) and axioma-
tized in Hudec and Mesiar (2020). Second, the aforementioned empty answer problem, i.e.
cases when not a single record meets a larger set of atomic conditions. Third, all atomic
predicates might be optional where the principle the more the better holds, i.e. an entity
is preferred over another one if it satisfies more predicates. Thus, to exclude weakly per-
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Table 1
Example of the quantified evaluation of optional conditions.

Entity P1 P2 P3 P4 P5 P6 P7 Solution (4)* Arith. mean

e1 0.8 0.9 0.6 0 1 0.7 0.8 0.53 0.69
e2 0.1 0.4 0.1 0.3 0.2 0.1 0.1 0 0.19
e3 1 0 1 0.95 1 1 0.8 0.92 0.82
e4 0.3 0 0.4 0.2 1 0.7 0.85 0 0.49
e5 0.8 0.8 0.85 0.9 0.9 0.9 0.8 1 0.85
e6 0 0 0 0 0 0 0 0 0
e7 1 1 1 1 1 1 1 1 1

*Where m = 0.5 and n = 0.85 in (3).

forming entities, and on the other side to mitigate the empty answer problem, conjunction
is relaxed by the quantifier most of, that is, most of atomic predicates should be satisfied.

The query relaxation by the fuzzy relative quantifier: the most of atomic conditions
should be satisfied is initially suggested by Kacprzyk and Ziółkowski (1986). It is formal-
ized by the quantified summaries (2), (3) as follows:

v(x) = μQ

(
1

n

n∑
i=1

μPi
(x)

)
, (4)

where n is the number of atomic predicates posed on a subset of attributes A (1), y =
1
n

∑n
i=1 μPi

(x) is the proportion of atomic predicates Pi that are satisfied by the entity x

being evaluated and μQ is the formalization of the quantifier most of. The truth value v

assumes values from the unit interval.
This approach deals with the presumption that all atomic conditions are optional, but

the majority of them should be met. When all atomic conditions are met very weakly, then
due to the quantified evaluation aggregated by the quantifier (3) the solution is zero. Hence,
the aggregation for low values behaves like a nilpotent conjunction (e.g. Łukasiewicz
t-norm Tl(x) = max(0,

∑n
i=1 xi − (n−1)), where for instance Tl(0.2, 0.1, 0.2, 0.3) = 0)

and for high values behaves like nilpotent disjunction (e.g. Łukasiewicz t-conorm Sl(x) =
min(0,

∑n
i=1 xi), where for instance Sl(0.9, 0.8, 0.9, 0.8) = 1). The disjunctive nilpotent

observation holds only when the majority of atomic conditions is significantly met, e.g.
y � n (see, Fig. 1 and (4)). Thus, value 1 is not automatically the absorbing element when
several elementary conditions are met. The result for (0.2, 0.8, 0.4, 1) is 0.29 (m = 0.5,
n = 0.85). Similarly, for (0, 0.5, 0.9, 0.9) the solution is 0.21. In these cases, the be-
haviour is averaging. Clearly, this aggregation is a mixed one. These observations can be
further axiomatized into the frame of the standard classification of aggregation functions,
which is a future research topic.

This aggregation is illustrated in Table 1, where the entity e2 is rejected, even though it
meets weakly all the atomic conditions (the property of conjunctive nilpotency). Entities
e1 and e3 fail to meet one of the atomic requirements, but are evaluated as two acceptable
ones because they meet significantly all the other requirements, with e3 being almost the
ideal solution. These cases do not behave like disjunctive ones, because few fully satis-
fied predicates do not guarantee straightforwardly the solution equal to 1. Finally, entity
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e5 is evaluated as the ideal one due to very significant satisfaction of all requirements,
even though not a single requirement is fully met (the property of disjunctive nilpotency,
which appears only when most of the predicates are met significantly). For completeness,
a solution by the arithmetic mean is shown in the last column. The arithmetic mean is
not able to exclude entities e2 and e4. Clearly, by (4) all requirements are considered as
optional and compensative when the proportion of (fully or partially) satisfied elementary
requirements is high, usually greater than 0.5, for covering the natural meaning of terms
majority or most of. Entities e6 and e7 show that the boundary conditions of aggregation
functions are met.

3.2. Evaluation of Mandatory and Optional Atomic Conditions

In many cases, several atomic requirements are mandatory, while the other ones are op-
tional, and moreover, if a higher proportion of optional requirements is satisfied, then the
entity is more suitable. In order to cover this aggregation requirement, we have modified
the Eq. (4) in the following way

v(x) =
( r∧

i=1

Pi(x)

)
∧ μQ

(
1

s

s∑
j=1

μPj
(x)

)
, (5)

where r is the number of mandatory requirements and s is the number of optional require-
ments (usually r � s), and x is an evaluated entity.

A suitable method for formalizing AND connective (conjunction) in fuzzy logic is by
triangular norms (or in short t-norms), because of the desirable properties (monotonicity,
associativity, symmetry and the presence of a neutral element) (Hájek, 1998). The four
basic t-norms are (Klement et al., 2005): minimum t-norm, product t-norm, Łukasiewicz
t-norm and drastic product. The least suitable is drastic product due to its very restrictive
nature and non-continuity. The product t-norm and Łukasiewicz t-norm have a downward
reinforcement property, whereas the minimum t-norm has the property of idempotency
(Beliakov et al., 2007). For instance, when using the Łukasiewicz t-norm, the solution is
greater than zero when both mandatory and quantified parts are significantly satisfied. We
have two conjunctions in Eq. (5): among mandatory and between mandatory and quan-
tified requirements. In addition, there exist conjunctive functions which do not meet all
the axioms of t-norms, e.g. C(a, b) = av · bw (Beliakov et al., 2007; Hudec and Vuc̆etić,
2019), where v > 1 and w > 1 indicate the importance of predicates. Observe that for
v = w = 1 we get the product t-norm and for v < 1, w < 1 and v + w = 1 we get the
geometric mean. Although the other functions could be examined, this work is focused on
the minimum t-norm.

An illustrative example is searching for suitable accommodation units. The atomic re-
quirements can be low price, high safety rating, altitude above sea level around 1500 me-
ters, low pollution, small population density, short distance to the nearest grocery store,
high rating of the accommodation unit and the like. It is highly presumable that none of
the evaluated units meets all predicates in a pure conjunctive way. However, the user might
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express that the low price and high safety ratings are mandatory requirements, whereas
the others are optional.

3.3. Evaluation of Nested Queries

This class of queries is convenient for the 1 : N relationships in a database such as district-
municipality and customer-invoice. An example of a nested query condition might be as
follows: select districts where the most of municipalities have high pollution and high
number of respiratory diseases. The answer should be a list of districts which fully or
partially meet the condition ranked downward from the best by the intensity of matching
degrees.

The procedure for calculating validities is created straightforwardly as the extension
of (2) in the following way (Hudec, 2016):

vj (xj ) = μQ

(
1

Nj

Nj∑
i=1

μP (xij )

)
, j = 1 . . . C,

C∑
j=1

Nj = n, (6)

where n is the number of entities in the entire database, Nj is the number of entities in the
group j (in our case, municipalities belonging to the district j ), C is the number of groups
in the database (in our case, districts), vj is the validity of the summary for the j -th group,
and 1

Nj

∑Nj

i=1 μP (xij ) is the proportion of entities xi in the j -th group that satisfy the
quantified query condition. Thus, this query should be executed C times, i.e. to calculate
the validity for each unit on the “1” side in the 1 : N relationship. Generally, P can be an
elementary or a compound predicate, i.e. several atomic conditions merged by a logical
connective. In the aforementioned illustration, we have two elementary conditions (high
pollution and high number of respiratory diseases).

This method integrates the vertical aggregation explained in Section 2 and the horizon-
tal one discussed in Section 3.1. Further, we may have a quantified condition on a higher
hierarchical level and a quantified summary on a lower level, e.g. select districts where
the most of {P1 . . . Pn} are met and most of the respective municipalities have high value
of Rg , where P1 . . . Pn are atomic requirements posed on districts’attributes, whereas Rg

is a requirement related to the municipalities’ attribute.
In the case of aggregating the conjunction of atomic predicates on the “1” side and the

quantified condition on the “N” side, the formalization is as follows:

v(xj ) =
( R∧

r=1

Pr(xj )

)
∧ μQ

(
1

Nj

Nj∑
i=1

μP (xij )

)
, j = 1 . . . C,

C∑
j=1

Nj = n,

(7)

where the parameters have the same meanings as in the respective equations, xj is an
entity in a table on the side “1”, and xij is a record in the related table on the side “N”
categorized under the record xj .
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Table 2
Example of the aggregation of the mandatory and quantified evaluation of optional conditions by conjunction
expressed as minimum t-norm and the quantifier most of formalized by m = 0.5 and n = 0.85 (see Fig. 1).

Unit P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 Solution (5)

u1 1 0.8 0.9 0.2 0 0.9 0.4 0.85 0.9 0.6 0.268
u2 1 0 1 1 1 0.75 0.8 0.9 0.6 0.9 0
u3 0.75 0.85 0.9 0.85 0.95 0.7 0 1 0.9 0.85 0.75
u4 1 0.9 0.2 0.3 0 0.15 0.85 0.35 0.7 1 0
u5 0 0.3 1 1 1 0.25 0.75 0.3 0.75 0.8 0
u6 1 0.8 0.9 0.85 0.95 0 1 1 0.9 0.65 0.786
u7 0.2 0.8 0.3 0.35 0.8 0.35 0 0.4 0.2 0.5 0
u8 0 0.8 0.95 0.75 0.9 0.45 1 0.55 0 0.65 0
u9 0.3 0.8 0.75 0.95 0.9 0 0.85 0.85 0.75 0.8 0.3
u10 1 0.2 0.9 0 0.5 0.65 0.4 0.8 0.35 0.55 0.054
u11 0 0 1 1 0.9 0.25 0.85 0.9 0.55 0 0
u12 1 1 0 0 0.2 0.15 0.2 0.6 0.5 1 0

The right part of (7) aggregates on the set of entities U2 (1), while the left part aggre-
gates on the set of attributes A1.

The next section is devoted to examples and to a discussion illustrating the suggested
approach.

4. Illustrative Examples and Discussion

This section illustrates the approach proposed in Section 3 on three examples, provides a
discussion and a brief reflection upon the possible applicability.

4.1. Illustrative Examples

This part consists of the following three examples: (i) evaluation of the mandatory and
optional atomic conditions, (ii) summarization of the particular attributes for all records
and (iii) nested query for hierarchical data.

An example of aggregating the mandatory and optional atomic conditions
Hypothetical twelve accommodation units and matching degrees of ten atomic require-

ments relevant for a hypothetical guest are shown in Table 2. In the example, low price
(P1) and high safety rating (P2) are mandatory requirements, whereas the majority of the
remaining ones: altitude above the sea level around 1500 meters (P3), low pollution (P4),
small population density (P5), high rating of the accommodation unit (P6), short distance
to the nearest grocery store (P7), high number of sunny days (P8), short distance to the fu-
nicular (P9) and high cleanness (P10), should be met. The minimum t-norm was adopted
for both conjunctions in (5), among the mandatory requirements and the aggregation with
the quantified part.

When we consider all the requirements to be mandatory, then not a single unit is se-
lected, since we can find a non-satisfied elementary predicate for all the units. The prob-
ability of the empty answer problem increases when the number of atomic requirements
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increase, as is the case in this example. Thus, the user either abandons the holiday (a less
probable alternative), or relaxes the requirement. It can usually be realized by reducing
the number of atomic conditions or relaxing some of the atomic predicates (e.g. for the
predicate short distance the user will accept a bit longer distance). The option suggested
in this work is the quantified relaxation. In the relaxed quantified condition, if the price or
the safety is not satisfied, then the unit is rejected regardless of the degrees of satisfaction
of the other requirements. A non-satisfied requirement from the set {P3, . . . , P10} is not a
reason for rejection. In Table 2 we can see that the most suitable unit is u6, followed by u3.
Although not a single unit fully satisfies all the expectations, two units are very close to
meeting them, and therefore are the most preferable, although not the ideal alternatives.

An example of summarized information
Let us have the same data as in Table 2. A hypothetical manager in a tourism agency

wishes to know whether the most of accommodation units have a high cleanness rate,
and also whether the most of accommodation units have a short distance to the nearest
grocery store. In this example, we have two summarization tasks related to one attribute
each. Focus in the calculations is on the predicates high cleanness, P10 and short distance,
P7, respectively, where the matching degrees are shown in respective columns.

By applying Eq. (2), where n = 12 (number of entities) and parameters of the quan-
tifier most of (Fig. 1) are 0.5 and 0.85 we obtain the validity of the sentence the most of
accommodation units have a high cleanness rate equal to 0.94. The high truth value indi-
cates that this sentence is accepted. However, the validity of the second sentence is 0 (the
proportion 1

n

∑n
i=1 μP (xi) is equal to 0.46), and therefore this sentence is rejected.

Moreover, linguistic summaries are able to offer an alternative answer when the initial
quantified sentence is of an insufficient validity (Hudec et al., 2018). The proportion of
the afore evaluated second sentence (0.46) indicates that the most suitable quantifier is
about half, and therefore the answer is not only that the validity of the initial sentence is
zero, but we can provide an alternative summary: about half of accommodation units have
short distance to the nearest grocery store. Similarly, the user can examine the remaining
predicates of interest.

An example of a nested query
An analyst is interested in revealing highly attractive districts where the most of ac-

commodation units have a low rating, i.e. districts, which might have a significant increase
in the number of visits if the accommodation units improved their quality.

Let us have hypothetical accommodation units situated in four districts as is shown in
Tables 3 and 4, where we have already calculated the matching degrees to atomic pred-
icates. For instance, the attribute rating assumes values from the [0, 100] interval. The
predicate low rating is formalized by a L fuzzy set (see Fig. 2) with parameters m = 10
and b = 30. Accommodation unit u4 has an aggregated rating 13 and therefore belongs to
the predicate low rating with the degree of 0.85. The matching degrees of the other units
are calculated in the same way.

The analyst sees that the most problematic district is d1, followed by d3, whereas d2
meets this requirement very weakly and d4 is not a problematic district. So, the analyst
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Table 3
The evaluated districts by their own predicates and quantified predicates of their

respective accommodation units (see Table 4).

District High attractiveness* Most of** Solution (7)

d1 0.90 0.6607 0.6607
d2 0.85 0.1111 0.1111
d3 0.45 1 0.45
d4 0 0.9524 0

* By, e.g. an index of attractiveness provided by an agency.
** The solution of the requirement the most of accommodation units have a low rating.

Table 4
Accommodation units’ matching degrees to predicates.

Unit Long distance to bus stop Low rating Low cleanness District

u1 0.4 0.9 0.6 d1
u2 0.8 0.75 0.9 d1
u3 0 0.7 0.85 d1
u4 0.85 0.85 1 d1
u5 0.75 0.25 0.8 d1
u6 1 0.9 0.65 d1
u7 0 0.85 0.5 d1
u8 1 0.65 0.65 d1
u9 0.85 0 0.8 d2
u10 0.4 0.65 0.55 d2
u11 0.85 0.3 0 d2
u12 0.2 0.15 1 d2
u13 0.9 0.4 0.25 d2
u14 1 0.45 0.9 d2
u15 1 0.9 0.75 d2
u16 0.85 1 0 d2
u17 1 1 0.35 d2
u18 0.25 0.9 0 d3
u19 0 0.85 0.45 d3
u20 0 0.75 0 d3
u21 0.65 0.95 0.55 d3
u22 0.5 1 0.35 d3
u23 0.15 1 0.75 d3
u24 0 0.85 0.65 d3
u25 0.85 0.95 0.65 d4
u26 0.15 1 0.35 d4
u27 0.25 0.45 0 d4
u28 0.95 0.85 0.35 d4
u29 0.1 0.75 0.55 d4
u30 1 1 0.35 d4

has recognized the districts where the improvements in the quality of the accommodation
units might bring a significant increase in the number of visits.

Similarly, the analyst can evaluate the other attributes of accommodation units such as
distances to relevant points and prices, as well as the attributes of the districts, where the
accommodation units are situated, such as pollution and safety.
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4.2. Discussion

The proposed approach has a high applicability potential. Quantification of optional re-
quirements and their aggregation by the conjunction with the mandatory ones augments
the database querying possibilities by providing further ways of expressing the users’ re-
quirements in diverse tasks and mitigates the empty answer problem. This holds especially
for the cases, when the users pose a higher number of atomic requirements, but are not sure
which of them might be excluded in the case of an empty answer, or they are interested in
seeing which entities satisfy at least the majority of optional requirements.

For these tasks, we adopted the equation for the calculation of the validities of quan-
tified sentences (2) in such a way that instead of the proportion of entities that meet the
summarizer, we have the proportion of atomic requirements met by the evaluated enti-
ties (4). Further, we aggregated this equation with the mandatory requirements by a con-
junctive function (5). In this work, we adopted the minimum t-norm for conjunction. The
future research work should be focused on examining the suitability of the other con-
junctive functions between the mandatory and quantified part, and among the mandatory
predicates.

The initial equation for linguistic summaries (2) remains suitable for expressing knowl-
edge about the attribute in the entire data set. Less statistically literate users (e.g. domain
experts on the business intelligence strategic dashboards, and general public on the official
statistics data dissemination websites (Hudec et al., 2018; Schield, 2011) or the eInforming
stage of smart cities (Terán et al., 2016)) might benefit especially from the summarization
by short quantified sentences.

Business intelligence visualization considers strategic, operational and analytical
dashboards (Vaisman and Zimányi, 2014). Strategic dashboard is a collection of multi-
ple visual components (e.g. charts and key performance indicators) on a single view so
the main messages can be monitored at a glance (Few, 2006). Hence, the main goal is to
explain what is going on, not to explain the reasons for such a behaviour. Therefore, the
linguistic summaries in their initial sense (2) are suitable for strategic dashboards. They
are able to express the model of behaviour linguistically, and are especially suitable for the
top-managers. Further, a pattern such as the most of visits from French speaking countries
is in spring months cannot be easily interpreted graphically. As we see, the solutions of
linguistically summarized sentences do not explain the reasons for such behaviour, but in-
dicate what is going on and emphasize the most perspective or the most problematic cases.

Evaluation of entities by quantified aggregation (5) and (7) is suitable for analytical
dashboards to support the tasks focusing on the recognition of the perspective or prob-
lematic entities by the conditions expressed via the natural language expressions in order
to cover the users’ uncertainties regarding the conditions expressed by a larger number of
requirements.

Users searching for the most suitable entities, like the accommodation units in the
above-mentioned illustrative examples, and for the summarized information regarding the
various aspects of our society (e.g. key statistical figures released by the national statistical
institutes) might benefit from this approach. A promising application field is empowering
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the concept of smart cities by flexible summarizing of the developments in the city and
by supporting the search for the most suitable entities such as dwelling units, the most
acceptable locations and similar participants for the discussion groups. The next task for
the future work will be the development of intuitive user-friendly interfaces.

We have used the sigma-counts method within the computing with words methodology
for the construction of fuzzy predicates and relative quantifiers. Adjectives such as high
and quantifiers such as most of are always expressed by increasing functions, regardless
of their translation to other human languages. The same holds for the adjective low, which
is always expressed by a decreasing function. We have also used methods for aggregating
entities and attributes into compound user requirements.

The data are stored in databases as numbers that in many cases pretend a precision,
since the real data are frequently not available as precise numbers, but they are more or less
non-precise or fuzzy. The internal trustworthiness shows that the results are less sensitive
to the factors such as a small imprecision in the data and the user’s linguistic requirements
formalized as fuzzy sets. Fuzzy logic queries allow similar entities to be similarly evalu-
ated, or to similarly contribute to the summaries. Next, the boundary conditions, the key
requirements in the quantified aggregation, are satisfied (see Table 1, entities e6 and e7).
The boundary condition is by definition satisfied for the linguistic summary (2) and the
conjunction, and therefore it holds for (5) and (7). And the monotonicity (if the matching
degree of one atomic predicate increases, whereas the other remains the same, the solution
remains the same or increases) is a matter of direct verification.

External trustworthiness generalizes the other situations and data sets. If the user query
contains a large number of elementary predicates for evaluation or a large number of en-
tities for summarization, the limitation is the computational capacity. Mathematically,
aggregation is not limited. When we consider, for instance, business intelligence dash-
boards, the set of attributes for evaluation is not large. Regarding the summarization on
an increasing number of records, for example, in the fact tables in data warehouses, the
proportion in (2), or the quantified part in (7) is a distributive operation (in fact, the ad-
dition is, and therefore, previous sum is used). So, we can build results on the previously
calculated proportions.

Next, data incompleteness also occurs in databases (the value is simply unknown or
inconvenient for the provider to offer). It influences the conjunction in the same way as in
the classical SQL. In the quantified condition, it is not so problematic, because when we
replace the missing value by the matching degree 0, we do not automatically exclude any
records. Adjustment of the missingness-tolerant evaluation suggested for the logic scores
of preferences (Dujmović, 2018) is a topic for the future research. Generally, we can assign
values from 0 (full penalty for missingness) to 1 (full tolerance). This issue is more relevant
to the conjunctive and quantified evaluation of attributes than to the summarization of a
large number or records.

5. Conclusions

In our data intense society, we face the problems of diverse needs for the aggregation of
atomic requirements for the evaluation of entities and for the explanation of summarized
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information. In order to contribute, we raised the research question of merging the quan-
tified evaluation and the quantified summarization, as well as aggregating the mandatory
and optional quantified predicates in a fuzzy environment, where the requirements are
expressed via fuzzy sets.

The answer is that the quantified evaluation (so-called horizontal quantified aggrega-
tion) and the data summarization (vertical aggregation) are supported by the fuzzy relative
quantifiers and therefore can be straightforwardly merged to answer complex queries on
1 : N relationships such as select regions where most of atomic predicates posed on regions
are satisfied and most of their respective municipalities have a high value of the attribute
A. In this work, the relative quantifiers are formalized by sigma-counts, and therefore, the
quantifiers and predicates are modelled by the same method, which simplifies the appli-
cability and is more intuitive for users.

For the quantified evaluation, we should consider cases where some of the atomic
requirements are mandatory. In this case, we should aggregate mandatory and optional
quantified requirements by a conjunctive function. The conjunction in the present work
is realized by the minimum t-norm. For the future research, we shall consider other con-
junctive functions to cover various conjunctive aspects of the aggregation of mandatory
requirements and optional quantified requirements. The quantified aggregation of atomic
predicates is a relaxation of conjunction, which augments the existing approaches to the
mitigation of empty answer problems.

The suggested approach is demonstrated on examples in order to illustrate the diverse
needs of the users. Real-world tasks such as flexible recommendations, informing and
searching in smart cities and business intelligence dashboards might benefit from the re-
sults of this work.
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