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Abstract. The universal ‘structura]‘ type of information units-entities is
presented the paper. This approach can be recommended for data base modelling
at the conceptual and relational levels.
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1. Introduction. In order to create reliable programs of in-
formational tasks which are positively evaluated by the end-users
of the results, it is essential firstly to analyse the problem area in
which the users work, and then to present an expert evaluation
of it. - ' '

For a long time specialists of informatics build and practically.
implement conceptual models (CM). Those CM are used as tool for
integration of informational needs of the end-users of information
systems (IS) and for the administration of expert knowledge about
the problem area. CM serves as a tool of arranging the interface
between the end users and the programmers. In some cases the
attempt are made creating interpreters or generators for automatic
task programming by means of CM.

In the process of accumulating and representing knowledge
about the problem area informatics specialists and experts manipu-
late entities the name of which are included in CM. So, conceptual
models represent the regularities of the problem domain and se-
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mantical data. propertles to be simulated. Special expert systems
and languages are known for these purposes; see reviews in (Daniel,
1990; Chen, 1976 Jasiukevicius, 1986). The entities used by end

sers, cha.ra.ctenze denotants that are the objects of a computer-
ized information system. References to denotants are expressed by
means of entities properties. Cause-effect phenomena of the prob-
lem -area, represented with generalization and abstraction, causes
taxonomic connections between the entities. Connections of this
kind are the paths of transition from more general entities to the
more detailed ones. Formally these connections represent partial
ordering: they are transitive, reflexive and antisymmetric. The ap-
proach used in this paper allows to chose the formal apparatus for
ordering the universum of entities names, and to define structural
type. It follows the approach used in (Jasiukeviéius, 1986). Now we
will assume that entities of a different level of detail have their own
names which may be used as elements of CM or as data instances
at the level of database realization.

2. Denotational semantics for structural types of ob-
ject names. Analysis of the structural entities name sets has
been based on the initial assertion that name universum D is a
complete partially ordered set (CPOS). For this purpose the least
element L such that ¥z € D [1 C z] is introduced and there is a
least upper bound UX € D for any directed subset X C D. The
approximation symbol C indicates the partial ordering of the ele-
ments of a directed subset X C D. The subset X C D is con31dered
to be directed beca.use it is not empty and

Vz,y€X 3JzeX[zCz yCi.

Let us introduce two operators r and p on the set D as CPOS:
{ — r operator of constructing positioned subsets of D;
- p operator of constructing a functional set on D.
The operator r: D — r(D) is used in developmg a new set and
extends the domain of the definition to .

- W(D)=D+D*+...4+DPI, (2.1)
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According to (2.1) the set r(D) is obtained;by union of sets
D" n=1,2,...|D| with artificially introduced least elements

1p»={(lp,ip,...,1p); n=12,...,|D| (2.2)
N, e’

n

The ordering C r(D) on the set r(D) is induced‘by Co on'CPOS

D: ‘

(z1,22,...2n) CoD) (V1,¥2,-- -5 ¥n), (2.3)
only when z; Cp ¥, i =1,2,...,n;. n < |D]. '

The upper bound for the two elements
(21,22,...,2,) €X and (y1,9n,...,4n) €X, X CD"

is calculated in the following way:

: D™ : . D D"

(1, %2,...,2a) U (y1,92,...,%a) =(z1 Uy1,z2 U 32,
Dn
ceorZp- U o). (2.4)

From here sets D*, n < |D| are CPOS as they contain the
least element Lp~ and any subset X C D" has least upper bound

o x € D". The obtained set r(D) in (‘2.1) is CPOS too, while the
union is maid by coupling (pasting) the least elements

-LD';'v n=1a2)“r)le" "

From the conditions (2.3, 2.4) it follows that the opefa.tpr r
.is monotonous, i.e., the directivity of the subset X C D", n =

1,2,...,]|D| is not lost while extending the domain of definition from
‘D to r(D). , ‘ .
‘In addition from the equation -
D oy o
r(bx) =" rx) 2.5)

it follows that the operator r(D) is continuous.
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Let us consider the second operator p: D — p(D) constructing
a set of continuous functions: -

p(D)=[D — D). (2.6)

The ordering L, (p) on p(D) is stimulated by theé ordering Cp on D :
21—y C o —

1= Lpp) T2 Y2 . @.7)
only when z;Cpz; and y Cpys

The set p(D) is CPOS, because the least element 1,py = (1p —
1p) is artificially introduced for it and any subset X C p(D) has

D
a least upper bound (supremum) fl(.l) X € [D — D). The upper
bound for the two elements (z; — y1) € p(D) and (z3 — y2) € p(D)
is calculated in the following way:

(D) D D
(@) U (@—op)=(zlz) > @ Uy).  (28)

From the conditions (2.7, 2.8) it follows that the operator p
remains monotonous, i.e., the directivity of the subsets X C p(D) is
not lost in transition from D to p(D). In addition from the equation

p(Bx) =" p(x) (2.9)

it follows that the operator p is continuous.

As the sets #(D) and p(D) are CPOS it is correct to expand the
domain D of definition for the operators r and p in the following
way: :

r- {T(D) — (D) ’ . {T(D) - p(D) ) (2.10)

p(D) — r(D) p(D) — p(D)
A composition of the monotonous and continuous functions is
the monotonous continuous function, too. The domains of values of
the operators r and p on (2.10) remain CPOS and are determined

as:
r(D)=r(D)+rop(r(D)) +... } .

p(D) = p(D)+por(p(D)) +... (2.11)
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As a result of the multiple use of the operators r and p the
boundaries R and P are obtained as fixed point of eontinuous.
monotonous mapping of complete partially ordered sets in them-
selves. The fixed point theorem for a complete lattice has been
proved by A.Tarski (Tarski, 1981). A variant of the fixed point
theorem for CPOS is presented in (Barendregt, 1985). The bound-
ared sets R and P are recursively determined by the operators r
and p on the initial CPOS D of entities names. On the bound-
aries R and P the operators turn into operations + and p and the
formulae (2.11) become: :

R = (R+P) } . (2.12)

P=p(R+P)

By disjunctive joining of R and P as CPOS the largest type Q is
obtained:

Q—R+P | (2.13)

The type is CPOS and contams the poss1ble types R and P
constructed by means of operations * and p (2.12).

3. Conceptual and relational schemes of entities. With
typed sets Q,R and P at our disposal, we can determine subtype
Q C Q. We name it entity or object. Object Q is a new type and
it can be defined by Q; — commutation diagrams (Fig. 3.1).

R;

? Z\ ﬁ\ ~ A A ~A
e P R REPL 2 R

Fig. 8.1. Commutation Q; — diagram.
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Ma,ppmgs m the dlagram ‘

e QR R CR ReQR; i=12..0 g
'Rj--rR., R, CR RJ GQR i=12,...,m;ym<n
are surjectlve and make up set Q.P C P, wherein’
" R, i=1,2,...,n - domain of surjections p values, and we
ca.ll it object Q internal relation; ’
Q R = set of object Q internal relationships;
RJ, ji=1, 2 .,m — domain of surjections p definition, and
we call them object @ identification relationship;
Q. R - set of object Q xdentlﬁcatlon relationships.
Ma.ppmgs in the diagram -

p: QnRy R CR, RieQRCQR;, j=12,..m (32

‘are bijective (as well as surjective and injective), make up set Q.P C
“P. If internal relation R € Q.R is unary, we name it ”property”
and denote: T'C D. We use notation Q.T fo‘r,the‘set of object Q
unary relationships or properties. In order to indicate the context
of relationship R € Q.R, R may be denoted Q.R. ‘

Though every identification relationship R; € Q.ﬁ. is internal
relationship R; € Q.R, the reverse assertion can be false. The in-
formational object is characteristic of its capacity, which is'a set
consisting of instance objects. Every instance object ¢ € Q is iden-
tified through some instance relationship p(q) € R;. We state that
the conceptual scheme is defined for object @ € QS if the names
from entity name universum D are assigned to @ andto internal
relationships (components) of @, i.e., if the following mapping is
specified: '

QS — D,
4 {{QRIQGQS QREQR}-»D N CE))

Specifying the object conceptual schemes of the problem do-
main in Q; — commutation diagrams, we spec1fy Q¢ Q, QR CR
and Q. R C R which are partially ordered sets and are identified by
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their individualnames from D. The following equivalent relation-
ships hold for object @ and names of its components and supre-
mums:

d(Q) = d(Q.R;) = il Q.R;; QR;c D', 1<|D|
dQ), dQR)eD, D'=DxDx..xDcrD) (" G4

-

i

dQR)=0 QR; QR CD',t<|D|
d(Q.R:) € D; D'=[Dx Dx...x D}Cr(D)

t

(3.5)

If object Q € QS from the probiem area and their components
Q-R are bounded together by external inclusion relations E, we
obtain the conceptual scheme of the information system:

M = {d(Q5), (), d(R), E}, (36)
R = {Q.R[Q € QS},
R = {QR|Q e @s}.

Let us take IS conceptual scheme M with entities set QS in

it, data base relational scheme G, relation scheme G € G and its
attribute subsets X C G, which have mapping h so that:

hy: QS — G, | (3.7)
QR -G.x; .

hQ hQ(QEJ) =G*Xj) j= L2,...,n; - (38)
hq(Q.Ro) = G.X,.

There Q.Ry — object Q internal relationship between all its prop-
erties which have been aggregated and involved into at least one
identification relationship Q.R;.

In this way, g and hqg being specified, the functional structure
of informational object @ € @S is represented on relational scheme
G € G by the set of functional dependences with equivalent left
sides, i.e.y by compound functional dependence (X, Xs,...,Xm) —
X, (Maier, 1983).
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4. Conclusions. Reflexiveness is an important feature of the
given typing approach, and from this it is possible to assign the
types by means of design operators r and p to the initial CPOS D
without any initial types and pre-typing.

The transition from the initial set D to bounded sets R and P
enables a set of entities names to be considered as structural types
with respect to isomorphism: any structural entity in either a list
or a function (2.12) and identified reflexively and cross-recursively
(2.11) by means of monotonous and continuous operators r and p.

The given Q; — commutation diagrams specify subtypes @ C Q
with restricted list and functional structures, which are character-
ized by partially ordered sets Q.R and Q.P, Q.l’s. IS conceptual
scheme is madded giving non-structural names to objects and to
their components Q.R, and specifying external inclusion relations
at the level of the sets. (Q,C) is CPOS, we are able to define open
set conditions for sets Q g Q. Thus, Scoots topology can be in-
troduced on basic set Q, and classical topology operations can be
used for manipulation in conceptual schemes.

Object @ C QS are represented by relational schemes G € G
according to rules (3.7) and (3.8). These rules permit.the functional
structure of the conceptual scheme to be interpreted as compound
functional dependence between corresponding attributes of subsets
X C G. In this way , the tasks of functional analysis of data base
krelatlonal scheme properties can be transferred to IS conceptual
scheme level. : ‘
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