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Abstract. The basic properties and methods of developing max-min and 
max-A'transitive approximations of resemblance matrices of observed ~bjects 
are reviewed. 'A 'new algorithm of constructing max-a transitive closure of ;such 
matrices is presented. The conditions of applications of the max-min and max-A 
transitive measures of similarity are considered. 
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1. Introd uciion. Classification is a tool of ordering objects 
according to' the di~covery of their similarity and (or) distinction. 
Before such ordering takes place it is necessary to fix some man­
ner of representing the initial information about observed objects 
X 1 ,X2 , ••• ,XM. One of the most common approaches to solving 
this ,problem is concerned with application of matrices of paired 
comparison'R = Ilrij lIiJ=l,M' The element rijof such a matrix re­
flects the results of the comparison of Xi and Xj objects in the 
sense of some fixed relation. In particular ri) may reflect a measure 
of similarity of objects Xi andXj , i,j ='l,M., In this case,as·.a 
rule, the condition 

't/i,j = l,M . (1) 

is satisfied. 
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. Without loss of generality in further considerations we a1'so 
assume that the similarity meaSure ofthe Xi and Xi objects satisfies 
the conditions: 

rij E [0,1], Vi,j = I,M, 
rii = 1, V(~ 1, M. 

(2) 

(3) 

It follows from (1) - (3) that under fixed X = {XloX2, ... ,XM} the 
R matrix is a, symmetrical and reflexive fuzzy relation (Kaufmann, 
1975). ' 

The square of the fllZZY relation R is such fuzzy relation R2 = 
RoR, that R2,= 1I~;llli.j=l.M ~n~, 

~~J= max [min(rik,rkj)], Vi,j=1,M. 
1,k'M 

The arbitrary power of the fuzzy relation R is defined by in­
. duotion 

J?3.=R2 oR, R"=J?3oR, ... , RM =RM-1oR, 

. Various types of resemblance structures fixed in the R matrix 
may serve as a basis for finding the order in a set of observed objects 
of X. SO, for example, if the condition 

(4) 

is satisfied it is said that R 'is a max-min transitive measure of 
similarity. It is obvious that the property of max-min transitivity 
can be'written in the form 

RoR= R2 ~ R. 

(Here and throughout this paper we use the traditional definitions 
of operations on a set of fuzzy re,atbns of the fixed dimension W 
(Kaufmann, 1975). That is,if A,B eW, A = lIaijli, B = IIbijll then 

.' C = A U B = lIei;11 so that Ci,i = max(aij,bi;) and A ~ B <=> ail ~ 
bii , i,j = I,M). 
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The result of the classification procedure is partitioning the 
~hole set X into separate subsets (classes) of similar objects. It is 
important to emphasize that the similarity structure on X obtained 
in this way depends not only on the similarity fixed in the R matrix 
but on the type of the respective classification algorithm. 

The application of various classification procedures may lead 
to different results in spite of the fact that the initial sample doesn't 
change. This means that such procedures not only disclose the real 
regularities' but fit the experimental data into a preliminarily fixed 
model. 

To agree the above mentioned contradictory tendencies inmost 
classification algorithms special intermediate objects -max-min 
transitive approximations of the initial R matrices, are used. Fur­
ther, we briefly survey the basic properties and the construction 
methods of such approximations. 

2. Max-min transitive resemblance matrices in classifi­
cation problems,. In practice, subsets of similar objects are often 
organized in the form of hierarchical trees or hierarchies. , 

The hierarchyiof S on X = {X1X2 " •. ,XM} is such a system of 
f ,. 

subsets {sls C X}/tha.t ' , 
, I 

1. X E S. 

2. {Xi} E S, yi = I,M. 

3. SI E S, spE Sand . Sp n SI :f: 0:::? Bp C Sf or SI C Bp. 

The remarkable property of hierarchical classifications con-
nected with the consistency of two different similarity structures 
is given by the following theorem. 

Theorem 1. (Johnson, 1967) The necessa.ry and sufficient con­
dition of constructing a hierarchy on the set X is the existence of 
the max-min transitivity similarity measure R: X x X - [0,1]. 

However, under real conditions, the similarity matrix of ob-
served objects may not satisfy the property ( 4). . . 

To overcome this restriction in (Hardine, Sibson, 1971) it was 
proposed to construct a family W k = IIwfj lIiJ=i"M, k=l,:e"." of all these 
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similarity matrices of observed objects that 

Tij~W~, 'rfi,j=I,M, k=1,2, ... , 

w~i ~ min(w~"w~), Vi,j,l = 1,M, k = 1,2, .... 

It is obvious that {Wk} k = 1,2, ... is not empty and putting 

W = IlWijll, i,j = I,M, 

wij = ~nwf;, Vi,j = I,M, 

we will obtain the· suboptimal (Hardine, Sibson, 1971) max-min 
transitivity measure of similarity W. 

In the theOry of fuzzy sets the criterion ()f suboptimality is 
formulated by means of the following concept. 

A max-min transitive closure of the fuzzy relation R is such 
f . ~ ~ 2 M uzzy relation R that R = R U R u ... U R U .... 

It is easy to show that R is always a transitive fuzzy relation . 
. In the case when R is an arbitrary fuzzy relation on a set of 

observed objects X and Card X = M the following condition 

takes place (Kaufmann, 1975), and therefore 

~ 2 M R=RUR u ... uR . (5) 

Besides, if R is a similarity measure on a set of elements from 
X, then R~ R2 ~ ... ~ RM-l = RM and therefore 

(6) 

The relation (6) provides a formal method· of constructing a 
suboptimal max-min transitive similarity matrix and by means of 
it defines the ·hierarchy structure on a set of elements of X. 

A similar h, t more effective in a computational way method 
of constructing matrix R is given in (Low, Tong, 1981). 

3. Max-~ transitive resemblance matrices in classift­
c.ati~n problems. Hierarchies are a useful to()l in solving many 



586 Maz-min anrf maz-.:1 transitive resemblance matrices 

problems of pattern recognition, forecasting and data analysis'. The 
characteristic features of hierarchical classificatio~ algorithms are 
nigh speed of data processing and a relative simplicity of their pro­
gramme implementation. A possibility of graphical interpretation 
of the obtained results is also an essential advantage of these algo­
rithms. 

At the same time such algorithms have a rather serious disad­
vantage. The necessary ~nd sufficient condition of developing hier­
archies postulates very "hard" restrictions on the internal structure 
of similarity represente~ in the matrix. The formal aspect of this 
"hardness" is illustrated by the following theorem. 

Theorem 2. (Kaufmann, 1975). Let R = Ilrijlli,i=l,M be a max­
inin transitive similarity matrix on a set of observed objects of X. 
Let also X 1 ,X2,X3 be thtee arbitrary elements from X. Denote 
a = 1"12,6= r13, c = r23. Then 

, a ~ .. 6 = C or ,6 ~ c= a or c ~ a = b. (7) 

The stateIIient~of this theorem means that in the space (X, D) 
where D = I ~R(rI = IIdijll,dij = 1-rij) is a dual with respect to R , 
measure of distind,tion on elements from X, every triangle is either. 

I 

equilateral or isosceles. 
"The followin~ example is also an illustration of the constraints 

which are imposed on the structure of the experimental data by 
the condition (4). Suppose, asa result of an experiment, we obtain 
the sequence of measurements {ai}f:1' ai E RI, i = 1, N, that 

The requirement 'of max-min transitivity of this sequence im­
mediately implies the following relation. (Bezdek, Harris, 1978): 

(8) 

.. 
It is evident that the. constraints of. the· type (7) - (8) are very 
strong and for practical purposes they can hardly be found valid. 
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• In order to solve the above problem in (Bezdek, Harris, 1978) 
the concept of a max-.r1 transitive similarity measure on a set of 
observed objects of X was introduced. FIrst of all, we will note 
that operation .r1 for two real numbers is defined as follows: 

a6b = max(ii + b -1,0). 
, 

,The similarity matrix R = IIrijlliJ=l,M will be called max-.r1 
transitivity iff • 

(9). 

The characteristic of such matrices is that ~easures of distinc­
tion D = I - R dual with respect to them are' distances. In this 
case the space (X, D) is a metric space which is the most useful for 
description of the majority of physical and mathematical systems 
(Bezdek, Harris, 1978). , 

Though condition (9) is much weaker than condition (4), in 
real'situations it also may be unsatisfied. Ther~fore for practice it 
is very important to have regular procedures allowing us to develop 
"good" max-.r1 transitive approximations to the initial data. 

The rest of the paper is devoted to the development of a formal 
ground on the basis of which the suboptimal strategy of construct­
ing such approximations can be realized. 

The max-.r1 square of fuzzy relation R = IIrijlliJ=l,M ~s such 
fuzzy relation R~ = R6R, that R~ = IIr;jlliJ='Ol and 

The arbitrary max-.r1 power of the fuzzy relation 'R is defined by 
iI\duction 

The max-.r1 transitive closure of fuzzy relation R is such fuzzy re­
lation Rtu that 
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It is easy to check that RA will always satisfy the condition of 
max-a transitivity (9)~ 

. Asa result of reasonine;s analogous to the situation with a 
max-min transitive closure it can be shown that if R is a similarity 
matrix on a set of elements from X and Card X = M, the following 
equality holds 

(10) 

The relationship (10) gives a practical algorithm of building-up 
suboptimal max-a transitive similarity matrix on a set of elements 

.from X. Thus, for example, if X = {X1,X2,X3,X4 } and 

( 
1 0.20 0.45 0.85) 

R _ 0.20 1 0.90 0.15 
- 0.45 0.90 1 0.05 ' 

0.85 0.15 0.05 1 

then R2 < R R (0.~5 0·t
5 ~:~~ ~:~~) 

< A = . ~ = 0.45 0.90 1 0.30' 
< 0.85 0.15 0.30 1 

« 
1 0.35 0.45 0.85) 

R< 3. <R~ j R 0.35 1 0.90 0.20 
A = If ~ = 0.45 0.90 1 0.30 . 

, 0.85 0.20 0.30 1 
In general case, when Card X = M for obtaining each of (M -

1) . M /2 + M elements of the top triangle of matrix R~, i = 2, M - 1 
it is necessary to perform M operations~. Hence, the algorith~ 
under consideration has computational complexity of the order of 
O(M3). 

Forthing M-I (M ;>- 2) power of an arbitrary R similarity 
matrix requires storing all elements of its top triangle. Therefore, 
the requirement of ,the above mentioned algorithm in fixed memory 
amounts'to (M - 1)· M/2 + M. 

4. New algorithm ,for constructing max-a transitive 
closure of similarity matrix. This TC (Tr,ansitive Closure) ab 
gorithm involves the following sequence of steps: ' •. 

Step 1. Set fofj = rij, 'rii,j = I,M. 
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Step 2. Put k = 1. . 
• S 3 C -k [-k-l -k-l -A:-l] .. --tep . ompute rij = max rij , riA: A r"j ,'rh,) = 1, M. 

Step 4. If k < M, increment k by one and go to Step 3. 
Else 

Step 5. Set rij c: rfj, Vz~j = 1, M and STOP. 
It can be .proved that the matrix R = !lTi} lIiJ~l,.'\.1 formed at 

the output of this procedure will satisfy the property of ma.x-~ 
transitivity. The method of proving is based on the traditional 
scheme of constructing the algorithms of max-min transitive closure 
offuzzy relations (Kaufmann, 1975) and that is why it is not given 
here. 

Let, as before, X = {Xl,X2,X3,X4 } and 

( 
1 0.20 0.45 0.S5) 

R _ 0.20 1 0.90 0.15 
- 0.45' 0.90 1 '0.05 . 

0.85 0.15, 0.05 1 

Then according to the TC algorit~lm we will ha,ve 

. ( 1 ~_ ~_ 0.35 
It- -. It - - 0.45 

0.85 

0.20 
1 

0.90 
0.15 

0.20 
1 

0.90 
0.15 

0.20 
1 

0.90 
0.15 

0.35 
1 

0.90 
0.20 

0.45 
0.90 

1 
0.05 

0.45 
0.90 

1 
·0.30 

0.45 
0.90 

1 
0.30 

0.45 
0.90 

1 
i).30 

0.85) 0.15 
0.05 ' 

1 

0.85) '0.15 ' 
0.30 I 

1 

0.85) 0.15 
0.30 ' 

1 

0.~5) 0.20 
0.30 . 

1 

It is easily seen, that the given algorithm has computational 
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complexity of an order of O(M3) and its requirement in fixed mem-
ory is also equal to P = (M -1). M/2 + M. . 
. From the computational point of view the main effect of the 
TC-algorithm is r~uced to the optimization of the needed. core 
memory capacity. Really, when applying the relationship (10) it is 
~ecessary to save 2K elements of intermediate calculations. In the 
case of the application of the TC-algorithm it is sufficient to save 
only K such elements. 

5. Conclusion. Thus, we have reviewed' the basic properties 
and methods of generating ~ax-min and max-~ transitive approx­
imations of resemblance matrices of observed objects. A new al­
gorithm of constructing max-~ transitive closure of such matrices 
has been presented. . 

The R and RA matrices serve· as a basis for forming (systems) . 
classifications on a set of experimental data. Classifications devel- . 
oped on the basis of these matrices will be different, since max-min 
and max-a transitivities define various structures of similarity in' 
X. 

In the case of t-nax-min transitivity the condition of consistency 
of the internal strpcture of similarity and the structure' of similarity, 
defined by the classification algorithm, is given by Theorem 1. The' 
de,:elopment andl.analysis of an analogous condition for situations 
with max-a transit~ve structures of internal similarity is the object 
of further investigations. 
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